Evaluation of interpolation methods for surface-based motion compensated tomographic reconstruction for cardiac angiographic C-arm data
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Purpose: For interventional cardiac procedures, anatomical and functional information about the cardiac chambers is of major interest. With the technology of angiographic C-arm systems it is possible to reconstruct intraprocedural three-dimensional (3D) images from 2D rotational angiographic projection data (C-arm CT). However, 3D reconstruction of a dynamic object is a fundamental problem in C-arm CT reconstruction. The 2D projections are acquired over a scan time of several seconds, thus the projection data show different states of the heart. A standard FDK reconstruction algorithm would use all acquired data for a filtered backprojection and result in a motion-blurred image. In this approach, a motion compensated reconstruction algorithm requiring knowledge of the 3D heart motion is used. The motion is estimated from a previously presented 3D dynamic surface model. This dynamic surface model results in a sparse motion vector field (MVF) defined at control points. In order to perform a motion compensated reconstruction, a dense motion vector field is required. The dense MVF is generated by interpolation of the sparse MVF. Therefore, the influence of different motion interpolation methods on the reconstructed image quality is evaluated.

Methods: Four different interpolation methods, thin-plate splines (TPS), Shepard’s method, a smoothed weighting function, and a simple averaging, were evaluated. The reconstruction quality was measured on phantom data, a porcine model as well as on in vivo clinical data sets. As a quality index, the 2D overlap of the forward projected motion compensated reconstructed ventricle and the segmented 2D ventricle blood pool was quantitatively measured with the Dice similarity coefficient and the mean deviation between extracted ventricle contours. For the phantom data set, the normalized root mean square error (nRMSE) and the universal quality index (UQI) were also evaluated in 3D image space.

Results: The quantitative evaluation of all experiments showed that TPS interpolation provided the best results. The quantitative results in the phantom experiments showed comparable nRMSE of ≈0.047 ± 0.004 for the TPS and Shepard’s method. Only slightly inferior results for the smoothed weighting function and the linear approach were achieved. The UQI resulted in a value of ≈ 99% for all four interpolation methods. On clinical human data sets, the best results were clearly obtained with the TPS interpolation. The mean contour deviation between the TPS reconstruction and the standard FDK reconstruction improved in the three human cases by 1.52, 1.34, and 1.55 mm. The Dice coefficient showed less sensitivity with respect to variations in the ventricle boundary.

Conclusions: In this work, the influence of different motion interpolation methods on left ventricle motion compensated tomographic reconstructions was investigated. The best quantitative reconstruction results of a phantom, a porcine, and human clinical data sets were achieved with the TPS approach. In general, the framework of motion estimation using a surface model and motion interpolation to a dense MVF provides the ability for tomographic reconstruction using a motion compensation technique. © 2013 American Association of Physicists in Medicine. [http://dx.doi.org/10.1118/1.4789593]
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I. INTRODUCTION

I.A. Purpose of this work

In interventional procedures, there is increasing interest in three-dimensional (3D) imaging of dynamic cardiac shapes, e.g., the left ventricle (LV), for quantitative evaluation of cardiac functions such as ejection fraction measurements and wall motion analysis. An angiographic C-arm CT system is capable of multiple 2D projections while rotating around the patient. With this data a 3D reconstruction of the imaged region is possible. Due to the long acquisition time (a few seconds) of the C-arm, imaging of dynamic structures presents a challenge. The motion of the heart ventricle needs to be taken into account in the reconstruction process. A standard cone-beam reconstruction (FDK) algorithm would use all acquired projections for reconstruction. Consequently, different heart phases cannot be distinguished. The result would be a motion blurred reconstruction of the heart ventricle. A motion compensated tomographic reconstruction for the heart ventricle could overcome the limitations of the FDK approach. In order to compensate for the motion, the dynamics of the heart need to be estimated. In this paper, the motion is estimated via a dynamic surface model providing a sparse motion vector field (MVF). This sparse MVF needs to be interpolated to a dense MVF. Different interpolation methods for this motion compensated tomographic reconstruction technique were investigated. We evaluated a thin-plate spline (TPS) interpolation, Shepard’s method, a simple averaging, and a method using a smoothed weighting function. The interpolation methods were evaluated by comparing the image results of the motion compensated tomographic reconstructions with the gold standard of the original segmented projection data. Additionally, in a numerical phantom experiment the normalized root mean square error (nRMSE) and universal quality index (UQI) were evaluated.

I.B. State-of-the-art

Current analysis of heart ventricles is based on observations and measurements directly on the acquired 2D projections. As a first step in evaluation of the ventricular motion in 3D, different approaches for recovering the ventricular shape from angiographic data using biplanar angiographic systems have been described by the group of Medina et al. Ventricular shape reconstruction from multiview x-ray projections has been presented by Moriyama et al. However, with both methods, only a surface model is extracted, providing no morphological or structural information of the ventricle, such as papillary muscles. Cardiologists could benefit from the visualization of the morphological endocardium structure visible in a tomographic reconstruction.

Other approaches use 2D projection data from a whole short-scan. In order to improve temporal resolution, an electrocardiogram (ECG) signal is recorded synchronous with the acquisition. The reconstruction is then performed only with the subset of those projections that lie inside a certain ECG window centered at the favored heart phase. This retrospectively ECG-gated approach works well for sparse and high-contrast structures, e.g., coronaries. However, for the heart chambers, an insufficient number of projections are acquired in a single scan. As an example, for a 5 s acquisition time and 60 bpm, only five intervals contribute to one heart phase. As a consequence, multiple sweeps of the C-arm have to be performed in order to acquire enough projections to reconstruct each heart phase with a satisfactory image quality. However, the longer imaging time results in a higher contrast burden and radiation dose for the patient. For sick patients undergoing a cardiac procedure, it might not be possible to hold their breath for several seconds (more than 20 s).

In recent years, approaches using undersampled projection data, such as compressed sensing (CS) algorithms, have been developed. A number of algorithms minimize an objective function related to the total variation (TV). In one approach called prior image constrained compressed sensing (PICCS), a priori information of the same object is incorporated into the reconstruction. The PICCS algorithm was recently applied to interventional angiographic C-arm data. It was necessary to use a slower rotation of approximately 14 s to enable a PICCS reconstruction. Chen et al. found that a minimum of at least 14 projections are needed for each heart phase to achieve a good reconstruction result.

In this paper, a motion compensated tomographic reconstruction is performed with projection data acquired in one single C-arm rotation (5–8 s). As a first step, a dynamic surface model of the LV is generated. The LV surface model is reconstructed from a set of ECG-gated 2D x-ray projections such that the forward projection of the reconstructed LV model matches the 2D blood pool segmentation of the ventricle. In the second step, a motion compensated tomographic reconstruction is performed. This requires knowledge of the ventricle motion in 3D in the form of a dense MVF. Thus, the sparse motion field provided by the dynamic surface model has to be interpolated. In order to generate a dense MVF from scattered data several interpolation methods can be applied.

For computed tomography (CT) image reconstruction, different interpolation methods for cardiac motion were investigated by Forthmann et al. However, their main focus of the reconstruction was on imaging of the coronaries. Furthermore, C-arm projection data display different contrast conditions and suffers from a lower temporal resolution than a conventional CT scanner. Therefore, it is not evident that the same interpolation methods yield the same results.

II. MATERIALS AND METHODS

II.A. Image acquisition and C-arm CT geometry

The basic C-arm CT geometry is illustrated in Fig. 1. Parameter S denotes the x-ray source and S′ is its perpendicular projection onto the detector plane D. The detector origin is denoted with O, and u and v are its row and column vector. Vectors w and w′ are the detector coordinates of the source projection S′. The origin of the 3D world-coordinate system (x′′, y′′, z′′) is set to the C-arm isocenter I, i.e., the center of rotation. The z′′ axis is oriented along the rotation axis. The
surface model control points as well as the motion vector field are given in world coordinates.

II.B. Surface model

The proposed motion compensated reconstruction uses a MVF estimate given by a dynamic 3D surface model of the ventricle generated from the 2D projection data. First, a standard FDK reconstruction is performed using all available 2D projections. This reconstruction still exhibits artifacts due to cardiac motion, but the reconstruction quality is sufficient for extraction of a static and preliminary 3D LV endocardium and the vector field between different heart phases. They are denoted as $d_k$ and $p_k$. For reconstruction, a reference heart phase $\phi_0$ is selected. The displacement or motion vectors point into the direction of the motion of the sparse control points between different heart phases. They are denoted as $d_i(\phi_k) \in \mathbb{R}^3$ describing the distance of every control point between the reference heart phase $\phi_0$ and the current heart phase $\phi_k$. They can then be computed as follows:

$$d_i(\phi_k) = p_i(\phi_k) - p_i(\phi_0).$$

An example of the left ventricle surface model for two different heart phases at end-diastole and end-systole is illustrated in Fig. 2(a). In Fig. 2(b), the sparse motion vectors $d_i(\phi_k)$ are shown between reference heart phase and current heart phase.

II.C. Interpolation methods

In order to perform a motion compensated tomographic reconstruction, a dense MVF needs to be generated from the sparse MVF. Different interpolation methods were evaluated.

II.C.1. Thin-plate splines

The deformation over time can be represented by a TPS transformation. The TPS approach assumes that the bending and stretching behavior of the left ventricle is similar to the bending of a thin plate. Thin-plate splines have already been applied to estimate cardiac vascular motion for CT data and ventricular motion for MRI data. Furthermore, they are widely used for elastic image registration of medical images.

The TPS coordinate transformation with its displacements for an arbitrary point $x \in \mathbb{R}^3$ is given as

$$d(x, \phi_k) = \sum_{i=1}^{N} G(x - p_i(\phi_k))c_i(\phi_k) + A(\phi_k)x + b(\phi_k),$$

where $c_i(\phi_k) \in \mathbb{R}^3$ are the unknown spline coefficients of the TPS, $d(x, \phi_k)$ is the displacement vector at the point $x$ and $p_i(\phi_k) \in \mathbb{R}^3$ are the control points. The matrix $A(\phi_k) \in \mathbb{R}^{3 \times 3}$ and the vector $b(\phi_k) \in \mathbb{R}^3$ specify an additional affine transformation. The transformation’s kernel matrix $G(x) \in \mathbb{R}^{3 \times 3}$ of a point $x \in \mathbb{R}^3$ for a 3D TPS is given according to

$$G(x) = r(x) \cdot I,$$

where $I \in \mathbb{R}^{3 \times 3}$ is the identity matrix. In order to solve Eq. (2) for each $\phi_k$, set $d(x, \phi_k) = d_i(\phi_k)$ for $x = p_i(\phi_k)$. Further away from the control points, the distance from the point to all control points is quite large, hence the first part of Eq. (2) becomes a multiple of the average of $c_i(\phi_k)$ and reduces to an affine transformation. Since Eq. (2) is linear in $c_i(\phi_k)$, $A(\phi_k)$, and $b(\phi_k)$, it can be solved in a straightforward manner.

The resulting spline coefficients and affine parameters are inserted in Eq. (2) in order to evaluate the spline at any arbitrary 3D point. A motion vector can therefore be computed for every voxel in the reconstructed volume.

II.C.2. Linear interpolation

For linear interpolation, surface control points around the point $x$ are determined and the resulting displacement vector...
\(d(x, \phi_k)\) is a weighted sum of the corresponding displacement vectors

\[
d(x, \phi_k) = \sum_{i=1}^{N} G^*(x - p_i(\phi_k))d_i(\phi_k),
\]

where \(f\) is a weighting function. Function \(f\) weights the displacement vectors according to the distance between the control point \(p_i(\phi_k)\) and the point \(x\). Three weighting functions are investigated.

**II.C.2.a. Shepard's method.** Here, an inverse distance weighting is applied according to the distance from the considered point to the \(n\) closest control points.\(^6\) The function \(f\) is therefore defined as

\[
f(x) = \frac{1}{\sum_{j=1}^{n} \|x_j - x\|_2^{-2}} \frac{1}{\|x\|_2^{-2}}
\]

with \(x_j = x - p_j(\phi_k)\). We empirically set \(n\) to 30 in this paper. Due to the density of the grid points, the number \(n = 30\) corresponds to a radius of approximately 2 cm around the grid point \(x\). Forthmann \textit{et al.}\(^{27}\) evaluated \(n = 1\) and \(n = 128\) neighbors and stated that the number of points can be selected to be quite small, but one neighbor point may not be sufficient.

**II.C.2.b. Smoothed weighting function.** Here, the function \(f\) is a cosine-based smoothing function

\[
f(x) = \begin{cases} 
\frac{1}{\pi} \left( 1 + \cos \left( \frac{\pi \|x\|_2}{R} \right) \right) & \|x\|_2 \leq R \\
0 & \text{otherwise},
\end{cases}
\]

where \(N\) denotes a normalization constant so that \(\sum_{j=1}^{N} f(x_j) = 1\), and with \(x_j = x - p_j(\phi_k)\). The radius \(R\) is empirically set to 2 cm. We picked 2 cm because it seemed reasonable and included \(\approx 30\) points, but dependence on the region of interest size has not been investigated and is beyond the scope of this paper.

**II.C.2.c. Simple averaging.** Here, the resulting displacement vector \(d(x, \phi_k)\) is a simple average of the displacement vectors at the surrounding control points. Thus, the function \(f\), with \(M\) denoting the number of control points located within a sphere of radius \(R\) around \(x\) is defined as

\[
f(x) = \begin{cases} 
\frac{1}{M} & \|x\|_2 \leq R \\
0 & \text{else}.
\end{cases}
\]

In this study, an empiric radius \(R = 2\) cm is used. We picked the same radius as in Sec. II.C.2.b.

**II.D. Cutting**

In order to reduce the computational complexity, we assume that the left ventricle is the central moving organ inside the scan field of view. This assumption is justified due to the acquisition protocol where for the most part only the left heart ventricle is filled with contrast during the procedure. Therefore, a dense MVF is estimated in the neighborhood of the ventricle. The considered set of points \(P\) for which a motion vector is estimated is given as

\[
P = \{x \mid \|x - p_x(\phi_k)\|_2 \leq l\},
\]

where \(p_x(\phi_k)\) is the closest surface control point to the current point \(x\). The distance \(l\) was heuristically set to 2 cm around the surface model in the heart phase \(\phi_0\). In Fig. 3(a), a MVF of the human data set \(h_1\) between the reference heart phase at end-diastole and the current heart phase at end-systole is illustrated for the TPS. The MVF of \(h_1\) between the reference heart phase close to end-diastole and the current heart phase at end-diastole is illustrated for the TPS in Fig. 3(b).

**II.E. Motion compensation**

The motion compensated reconstruction algorithm used here is based on the FDK formulation. The estimated motion vector field is incorporated into a voxel-driven filtered back-projection reconstruction algorithm. The motion correction is applied during the backprojection step by shifting the voxel to be reconstructed according to the motion vector field. In Fig. 4, a schematic illustration of the motion compensated
backprojection is given. Parameter $S$ denotes the x-ray source, $D$ the detector plane, and $O$ the origin of the image plane. The motion vector $d(x, \psi_k)$ at voxel position $x$ given in world coordinates indicates a 3D motion to the point $x_d, x'$ and $x_d'$ are the perspective projections of $x$ and $x_d$ with viewpoint $S$. Instead of accumulating the 2D projection value at position $x'$ to the position $x$, the value at $x_d'$ is backprojected. A more detailed explanation of the algorithm can be found in Schäfer et al.2

III. EXPERIMENTAL SETUP

III.A. Phantom data

The algorithm presented here has been applied to a ventricle data set comparable to the XCAT phantom.33, 34 The bloodpool density of the left ventricle was set to 2.5 g/cm$^3$, the density of the myocardium wall to 1.5 g/cm$^3$ and the blood in the aorta to 2.0 g/cm$^3$. It is assumed that all materials have the same absorption as water. We simulated data using a clinical protocol with the following parameters: 395 projection images simulated equi-angulally over an angular range of 200$^\circ$ at a frame rate of 60 fps with a size of 620 $\times$ 480 pixels at an isotropic resolution of 0.62 mm/pixel. The distance from source to detector was 120 cm and from source to isocenter 78 cm, leading to a resolution of about 0.4 mm in the isocenter. The surface model consisted of 40 heart phases between subsequent R-peaks and 957 control points uniformly distributed over the left ventricle. The image reconstruction was performed on an image volume of (25.6 cm)$^3$ distributed on a 256$^3$ voxel grid. Electrophysiological parameters extracted from the surface model are given in Table I.

III.B. Porcine data

The porcine data set was acquired on an Axiom Artis dTA C-arm system (Siemens AG, Healthcare Sector, Forchheim, Germany). We acquired data using the same clinical protocol as described in Sec. III.A. The contrast agent was administered by a pigtail catheter directly into the left heart ventricle. The surface model consisted of 30 heart phases between subsequent R-peaks and 961 control points equally distributed over the left ventricle. The motion vector $d$ is backprojected. A quantitative image metric can be evaluated. In order to measure only the artifacts introduced by the heart motion, the FDK reconstruction of the static heart phantom of the same heart phase is used as gold standard. Heart phases from 10% to 100% with 10% increment were evaluated. The reconstruction of the static phantom is done with the same geometric reconstruction parameters as the motion compensated reconstructions and the standard FDK reconstruction of the dynamic phantom [see Fig. 5(a)]. The ground truth of the phantom is not used due to the fact that only the artifacts coming from the heart motion should be measured and evaluated by using FDK as a gold standard. Other cone-beam or truncation artifacts are identical in the images and can be neglected. Let $y = \{ y_i | i = 1, 2, \ldots, N \}$ be the gold standard image and $x = \{ x_i | i = 1, 2, \ldots, N \}$ the motion compensated or standard FDK reconstructed image. The error as well as image quality metric were evaluated in a region of interest (ROI) of 0.85 mm. Electrophysiological parameters for $h_1, h_2,$ and $h_3$ extracted from the surface model are given in Table I.

TABLE I. Electrophysiological data parameters extracted from the surface model: Ejection fraction (EF), stroke volume (SV), end-diastolic volume (EDV), end-systolic volume (ESV).

<table>
<thead>
<tr>
<th>Heart rate [bpm]</th>
<th>EF [%]</th>
<th>SV [ml]</th>
<th>EDV [ml]</th>
<th>ESV [ml]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phantom</td>
<td>≈75</td>
<td>30</td>
<td>42.03</td>
<td>135.82</td>
</tr>
<tr>
<td>Porcine $h_1$</td>
<td>103.3±24.2</td>
<td>46</td>
<td>40.05</td>
<td>87.44</td>
</tr>
<tr>
<td>Human $h_2$</td>
<td>61.6±1.7</td>
<td>75</td>
<td>50.43</td>
<td>67.50</td>
</tr>
<tr>
<td>Human $h_3$</td>
<td>62.9±2.9</td>
<td>59</td>
<td>74.63</td>
<td>125.88</td>
</tr>
</tbody>
</table>

III.C. Clinical human data

The first data set $h_1$ was acquired on an Artis zee C-arm system (Siemens AG, Healthcare Sector, Forchheim, Germany). It consists of 133 projection images acquired over an angular range of 200$^\circ$ in 5 s with a size of 960 $\times$ 960 pixels at an isotropic resolution of 0.18 mm/pixel (about 0.12 mm in isocenter) at a frame rate of 30 fps. The distance from source to detector was 120 cm and from source to isocenter 78 cm. The contrast agent was administered by a pigtail catheter directly into the left heart ventricle. The surface model consisted of 26 heart phases between subsequent R-peaks and 961 control points equally distributed over the first section of the left ventricle. Image reconstruction was performed on an image volume of (14.1 cm)$^3$ distributed on a 256$^3$ voxel grid. The data sets $h_2$ and $h_3$ were acquired on an Artis zee go C-arm system (Siemens AG, Healthcare Sector, Forchheim, Germany). They consist of 133 projection images acquired over an angular range of 200$^\circ$ in 5 s with a size of 960 $\times$ 960 pixels at an isotropic resolution of 0.31 mm/pixel (about 0.2 mm in isocenter). The frame rate, source-detector, and source-isocenter distances were the same as for $h_1$. The left heart ventricle was again filled with contrast directly by a pigtail catheter. The surface model consisted of 25 and 30 heart phases between subsequent R-peaks for $h_2$ and $h_3$, respectively, and 96 control points equally distributed over the left ventricle. Image reconstruction was performed on an image volume of (19.2 cm)$^3$ distributed on a 256$^3$ voxel grid.

Electrophysiological parameters for $h_1, h_2,$ and $h_3$ extracted from the surface model are given in Table I.

III.D. Quantitative evaluation

III.D.1. Phantom image quality in 3D image space

For the dynamic phantom data set, the 3D error and a quantitative 3D image metric can be evaluated. In order to measure only the artifacts introduced by the heart motion, the FDK reconstruction of the static heart phantom of the same heart phase is used as gold standard. Heart phases from 10% to 100% with 10% increment were evaluated. The reconstruction of the static phantom is done with the same geometric reconstruction parameters as the motion compensated reconstructions and the standard FDK reconstruction of the dynamic phantom [see Fig. 5(a)]. The ground truth of the phantom is not used due to the fact that only the artifacts coming from the heart motion should be measured and evaluated by using FDK as a gold standard. Other cone-beam or truncation artifacts are identical in the images and can be neglected. Let $y = \{ y_i | i = 1, 2, \ldots, N \}$ be the gold standard image and $x = \{ x_i | i = 1, 2, \ldots, N \}$ the motion compensated or standard FDK reconstructed image. The error as well as image quality metric were evaluated in a region of interest (ROI)
FIG. 5. Transverse slice of a reconstructed image of the dynamic FDK reconstruction result and the gold standard reconstruction of the phantom left ventricle. The ROI used for image quality metric measurements is shown as the outlined contour. (a) Standard FDK reconstruction of the dynamic phantom. (b) Gold standard FDK reconstruction of the static heart phantom of heart phase 40% and ROI (outlined contour) used for evaluation.

around the ventricle. An example of the ROI is illustrated in Fig. 5(b).

III.D.1.a. Normalized root mean square error. The nRMSE was used to quantify the 3D reconstruction error of the motion compensated reconstructions or standard FDK reconstructions compared to the gold standard FDK of the static phantom. The nRMSE can be computed as follows:

\[
\text{nRMSE} = \frac{1}{\max(y) - \min(y)} \sqrt{\frac{1}{N} \sum_{i=1}^{N} (x_i - y_i)^2},
\]

(11)

where \(N\) denotes the number of voxels inside the ROI. All results were averaged over the heart phases, resulting in the overall nRMSE.

III.D.1.b. Universal quality index. The 3D image quality was evaluated with the UQI.\(^{35}\) The UQI ranges from \(-1\) to 1, where 1 is the best value achieved when \(y_i = x_i\) for all \(i = 1, 2, \ldots, N\). The UQI is defined as

\[
\text{UQI} = \frac{\frac{4 \cdot \sigma_{xy} \cdot \bar{x} \cdot \bar{y}}{(\sigma_x^2 + \sigma_y^2) \left[ (\bar{x})^2 + (\bar{y})^2 \right]}}{\left[ \sigma_x^2 + \sigma_y^2 \right]},
\]

(12)

where \(\bar{x}, \bar{y}\) represent the mean values, \(\sigma_x^2, \sigma_y^2\) the variances, and \(\sigma_{xy}\) the cross correlation inside the ROI. All results were averaged over the heart phases, resulting in the overall UQI.

III.D.2. Dice similarity (DSC) coefficient in 2D projection space

In order to compare the reconstruction quality of the motion compensated reconstruction algorithm, maximum intensity forward projections (MIPs) of the compensated LVs were generated. Binary mask images \(B_{FW}(\phi_k)\) were created from the MIPs by thresholding where only the left ventricle is

FIG. 6. Different contour projection images for quantitative evaluation. (a) Gold standard segmentation of the ventricle bloodpool in 2D. (b) Extracted contour \(C_{FW}(\phi_k)\) of the MIP projection image. (c) Euclidean distance transformed image \(\Phi(C_{FW}(\phi_k))\). Dark color represents smaller distance and lighter color a larger contour distance. (d) Euclidean distance transformed image \(\Phi(C_{FW}(\phi_k))\) overlaid with the contour \(C_{GS}(\phi_k)\). For the computation of \(\epsilon(\phi_k)\) only the underlying values of \(\Phi(C_{FW}(\phi_k))\) are used.
visible. A value equal to zero defines background and a nonzero value defines the ventricle shape. These binary images were compared to the segmented 2D projections from which the original surface model and the MVF were built, denoted as \( B_{\text{GS}}(\phi_k) \). The overlap of the binarized image and the segmented 2D projections was analyzed with the DSC. The DSC is defined in the range of \([0, 1]\), where 0 means no overlap and 1 defines a perfect match between the two compared images. All results were averaged over the heart phases, resulting in the overall Dice coefficient. The DSC is defined as

\[
\text{DSC} = \frac{2|B_{\text{GS}}(\phi_k) \cap B_{\text{GS}}(\phi_k)|}{|B_{\text{GS}}(\phi_k)| + |B_{\text{GS}}(\phi_k)|}.
\]

**III.D.3. Mean contour deviation \( \epsilon \) in 2D projection space**

Since the motion compensated reconstruction mainly improves the accuracy of the ventricle contour, the similarity of the contours was evaluated. The contour \( C_{\text{FW}}(\phi_k) \) and \( C_{\text{GS}}(\phi_k) \) of the binary masks of the forward projection \( B_{\text{FW}}(\phi_k) \) and the gold standard projection \( B_{\text{GS}}(\phi_k) \) were extracted. The contour \( C_{\text{FW}}(\phi_k) \) is extracted by morphological operations from \( B_{\text{FW}}(\phi_k) \). The contour \( C_{\text{GS}}(\phi_k) \) is given by the dynamic 3D surface model generation (see Sec. II.B). In Fig. 6(a), the boundary \( C_{\text{GS}}(\phi_k) \) of the left ventricle is illustrated which is used as gold standard. Figure 6(b) shows \( C_{\text{FW}}(\phi_k) \). A distance transform \( \Phi(C_{\text{FW}}(\phi_k)) \) of the binary contour images \( C_{\text{FW}}(\phi_k) \) is defined by computing the Euclidean distance of every pixel to the contour \( C_{\text{FW}}(\phi_k) \). An example of a distance transformed image \( \Phi(C_{\text{FW}}(\phi_k)) \) is shown in Fig. 6(c). An overlay of \( C_{\text{GS}}(\phi_k) \) and \( \Phi(C_{\text{FW}}(\phi_k)) \) is shown in Fig. 6(d). The distance transformed image is sampled only at the indices where \( C_{\text{GS}}(\phi_k) \) is nonzero

\[
\epsilon(\phi_k) = \frac{1}{N_c} \sum_{n=1}^{N_c} \Phi(C_{\text{FW}}(\phi_k))_n,
\]

where \( N_c \) denotes the number of pixels where \( C_{\text{GS}}(\phi_k) \) is nonzero. All results were averaged over the heart phases, resulting in the overall mean contour deviation \( \epsilon \). A small \( \epsilon \) denotes similar contours over all heart phases.

**IV. RESULTS AND DISCUSSION**

**IV.A. Phantom data**

The quantitative 3D results of the dynamic phantom model are presented in Table II. The smallest nRMSE is attained by the TPS and Shepard’s method, the smoothed weighting function has a slightly larger error. The UQI for all motion compensated reconstructions results in values around 99%. In Table III, the Dice and the contour deviation \( \epsilon \) in 2D projection space for the phantom left ventricle are reported. The TPS approach, Shepard’s method, and the smoothed weighting function show equivalently good results. The contour deviation \( \epsilon \) of the TPS improved by about 1.91 pixels which

<table>
<thead>
<tr>
<th>Phantom</th>
<th>( \epsilon ) [pixel]</th>
<th>( \epsilon ) [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>TPS</td>
<td>0.96 ± 0.02</td>
<td>2.75 ± 0.43</td>
</tr>
<tr>
<td>Shepard</td>
<td>0.95 ± 0.02</td>
<td>3.33 ± 0.31</td>
</tr>
<tr>
<td>Smoothed weighting fct.</td>
<td>0.95 ± 0.02</td>
<td>3.33 ± 0.27</td>
</tr>
<tr>
<td>Simple averaging</td>
<td>0.94 ± 0.02</td>
<td>3.64 ± 0.33</td>
</tr>
<tr>
<td>Standard FDK</td>
<td>0.94 ± 0.03</td>
<td>4.66 ± 1.91</td>
</tr>
</tbody>
</table>

**Table III. Dice coefficient and mean contour deviation \( \epsilon \) for the left ventricle of the phantom data set. Expressed as mean value ± standard deviation. The best values are marked in bold.**
corresponds to 1.18 mm compared to the standard FDK. The standard deviation is also much smaller with the TPS compared to the standard reconstruction. The Dice coefficient is not very sensitive and shows similar results between all interpolation methods as well as for the FDK reconstruction. In Fig. 7, the results of the motion compensated reconstructions of the phantom left ventricle using different interpolation methods are illustrated. There are minor visible differences in the endocardium border. All interpolation methods show deformation artifacts outside the region of interest.

**IV.B. Porcine data**

In Table IV, the results for the porcine left ventricle are reported. It can be seen that the best motion compensated
reconstruction can be achieved with the TPS interpolation method compared to a standard reconstruction. The mean contour deviation $\epsilon$ improved by about 0.97 pixels which corresponds to 0.60 mm compared to the standard FDK reconstruction. The improvement is relatively small due to the fact that the pig had a poor ejection fraction of about 46%. In Fig. 8, the results of different reconstructions of the porcine left ventricle are illustrated. The standard reconstruction in Fig. 8(a) exhibits blurring around the LV. In Fig. 8(b), it can be observed that the ECG-gated reconstruction lacks LV structure and suffers from artifacts from the pigtail catheter. In comparison, the motion compensated reconstruction shows an expansion in diastole and contraction in systole of the LV, respectively [Figs. 8(c) and 8(d)].
IV.C. Clinical data

In Table V, the results for the human left ventricles are listed. The best motion compensated reconstructions are clearly performed with the TPS for all three cases. The respective contour deviation $\epsilon$ improved by about 8.45 pixels which corresponds to 1.52 mm, about 4.32 pixels which corresponds to 1.55 mm compared to the standard FDK. The standard deviation is also much smaller with the TPS compared to the standard reconstruction. The widely used Shepard’s method and the smoothed weighting function provides slightly inferior results compared to the TPS. The papillary muscle boundary is sharper in the TPS interpolated volumes. The Dice coefficient shows similar results between all interpolation methods as well as for the FDK reconstruction, thus is less sensitive compared to the contour deviation. The standard reconstruction in Fig. 9(a) exhibits blurring around the LV. In Fig. 9(b), it can be observed that the ECG-gated reconstruction lacks LV structure and suffers from artifacts. In comparison, the motion compensated reconstruction shows an expansion in diastole and contraction in systole of the LV, respectively [Figs. 9(c) and 9(d)]. In Fig. 10, the results of different reconstructions of the human left ventricle $h_1$ are illustrated. The motion compensated reconstructions all show an expansion of the left ventricle, but slightly different shapes.

V. CONCLUSIONS

In this paper, we investigated the influence of different motion interpolation methods. The interpolation is used to compute a dense motion vector field from a sparse one for the purpose of motion compensation in left ventricle tomographic reconstruction. The sparse motion vector fields were

<table>
<thead>
<tr>
<th>Porcine</th>
<th>Dice [pixel]</th>
<th>$\epsilon$ [pixel]</th>
<th>$\epsilon$ [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>TPS</td>
<td>0.92 ± 0.01</td>
<td>3.67 ± 0.18</td>
<td>2.28 ± 0.11</td>
</tr>
<tr>
<td>Shepard</td>
<td>0.92 ± 0.01</td>
<td>3.88 ± 0.19</td>
<td>2.39 ± 0.12</td>
</tr>
<tr>
<td>Smoothed weighting fct.</td>
<td>0.92 ± 0.01</td>
<td>4.50 ± 0.39</td>
<td>2.77 ± 0.24</td>
</tr>
<tr>
<td>Simple averaging</td>
<td>0.92 ± 0.01</td>
<td>4.05 ± 0.20</td>
<td>2.51 ± 0.12</td>
</tr>
<tr>
<td>Standard FDK</td>
<td>0.90 ± 0.02</td>
<td>4.64 ± 0.49</td>
<td>2.88 ± 0.30</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Human $h_1$</th>
<th>Dice [pixel]</th>
<th>$\epsilon$ [pixel]</th>
<th>$\epsilon$ [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>TPS</td>
<td>0.93 ± 0.01</td>
<td>9.15 ± 1.22</td>
<td>1.65 ± 0.22</td>
</tr>
<tr>
<td>Shepard</td>
<td>0.91 ± 0.02</td>
<td>10.29 ± 2.07</td>
<td>1.85 ± 0.33</td>
</tr>
<tr>
<td>Smoothed weighting fct.</td>
<td>0.91 ± 0.02</td>
<td>10.92 ± 3.02</td>
<td>1.97 ± 0.54</td>
</tr>
<tr>
<td>Simple averaging</td>
<td>0.91 ± 0.03</td>
<td>11.74 ± 2.81</td>
<td>2.11 ± 0.51</td>
</tr>
<tr>
<td>Standard FDK</td>
<td>0.88 ± 0.03</td>
<td>17.60 ± 10.00</td>
<td>3.17 ± 1.80</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Human $h_2$</th>
<th>Dice [pixel]</th>
<th>$\epsilon$ [pixel]</th>
<th>$\epsilon$ [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>TPS</td>
<td>0.93 ± 0.01</td>
<td>6.70 ± 0.74</td>
<td>2.08 ± 0.23</td>
</tr>
<tr>
<td>Shepard</td>
<td>0.93 ± 0.02</td>
<td>6.99 ± 1.37</td>
<td>2.17 ± 0.42</td>
</tr>
<tr>
<td>Smoothed weighting fct.</td>
<td>0.93 ± 0.02</td>
<td>7.17 ± 1.43</td>
<td>2.22 ± 0.44</td>
</tr>
<tr>
<td>Simple averaging</td>
<td>0.93 ± 0.02</td>
<td>7.40 ± 1.98</td>
<td>2.29 ± 0.61</td>
</tr>
<tr>
<td>Standard FDK</td>
<td>0.89 ± 0.06</td>
<td>11.02 ± 5.80</td>
<td>3.42 ± 1.80</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Human $h_3$</th>
<th>Dice [pixel]</th>
<th>$\epsilon$ [pixel]</th>
<th>$\epsilon$ [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>TPS</td>
<td>0.88 ± 0.02</td>
<td>8.64 ± 0.98</td>
<td>2.68 ± 0.30</td>
</tr>
<tr>
<td>Shepard</td>
<td>0.85 ± 0.03</td>
<td>12.13 ± 1.93</td>
<td>3.76 ± 0.60</td>
</tr>
<tr>
<td>Smoothed weighting fct.</td>
<td>0.85 ± 0.03</td>
<td>12.10 ± 1.88</td>
<td>3.75 ± 0.58</td>
</tr>
<tr>
<td>Simple averaging</td>
<td>0.85 ± 0.03</td>
<td>12.38 ± 2.05</td>
<td>3.84 ± 1.19</td>
</tr>
<tr>
<td>Standard FDK</td>
<td>0.83 ± 0.06</td>
<td>13.64 ± 5.81</td>
<td>4.23 ± 1.80</td>
</tr>
</tbody>
</table>
generated by a dynamic surface model and interpolated by a thin-plate spline, Shepard's method, a smoothed weighting based approach, and simple averaging. The best quantitative results (Dice coefficient, mean contour deviation) for a phantom, a porcine, and three human data sets were achieved using the TPS interpolation approach. Shepard’s method and the smoothed weighting function might be a good compromise between computational efficiency and accuracy. In conclusion, motion compensated reconstruction improved the reconstruction results compared to a standard reconstruction. As a next step, the integration into the clinical workflow needs to be evaluated. In general, the framework of motion estimation using a surface model and motion interpolation to a dense MVF provides the ability for tomographic reconstruction using a motion compensation technique.
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