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Abstract

Virtual reality systems are largely based on computer

graphics and vision technologies. However, sound also

plays an important role in human’s interaction with the sur-

rounding environment, especially for the visually impaired

people. In this paper, we will develop the theory of record-

ing and reproducing real-world surround auditory scenes in

high orders using specially designed microphone and loud-

speaker arrays. It is complementary to vision-based tech-

nologies in creating mixed and augmented realities. Design

examples and simulations are presented.

1 Introduction

Virtual reality systems are finding increasing applica-

tions in design, simulation, remote control, teleconference

and training. Since the human sight accounts for more than

90 percent of all percepted information, most such systems

are based on computer graphics and vision technologies.

Examples include head-mounted displays, CAVE [3] and

tiled displays [9][4][7][6], etc. In addition, to augment

human-computer interactions, they are usually equipped

with joysticks, ultrasonic pointers, data gloves, and hand-

held wands.

Other than that, sound also provides rich information

about the surrounding world. With the advance in micro-

phone, loudspeaker and digital signal processing technolo-

gies, it is possible and desirable to build a sound-augmented

immersive reality system which records and reproduces

real-world surround auditory scenes accurately.

1.1 Previous Work

While there exist algorithms to create virtual sound

sources using loudspeaker array such as in [11], our concern

is to recreate the realistic auditory scenes from real-world

recordings. Several schemes have been proposed to build

the microphone-loudspeaker array system. In [1], based on

the Kirchhoff-Helmholtz integral on a plane, the sound field

is captured by a directive microphone array, and recreated

by a loudspeaker array. That is called the Wave Field Syn-

thesis (WFS) method. While the system in [1] works well

in an auditorium environment where the listening area can

be separated from the primary source area by a plane, it is

hard to render an immersive perception of a surround sound

field. In [10], a general framework was proposed, which

uses linear microphone arrays to identify, localize and track

the sound sources, then uses the loudspeaker array to recre-

ate them with the correct spatial cues via WFS. To work

properly for complex auditory scenes with multiple moving

sound sources, however, it requires a robust and accurate

localizing and tracking system and a highly directive beam-

former which are usually very expensive, if available. In

[5], we have developed a unified and simple approach for

capturing and recreating high order 3D auditory scenes us-

ing the reciprocity principle that is satisfied between the two

processes. It uses a spherical microphone array mounted on

a rigid sphere to capture 3D auditory scenes and a spheri-

cal loudspeaker array in free space to recreate the recorded

scenes. This approach is designed to be independent of

sound sources.

1.2 Present Work

However, the capture and recreation of full 3D auditory

scenes using spherical microphone-loudspeaker arrays are

apparently redundant and uneconomic for surround audi-

tory scenes which are usually the cases in real life. In

such cases, sound sources are roughly on a plane such as

in a cocktail party, roundtable conference, surround music

recording, auditory traffic scenes, etc. In this paper, we

will parallel the design methodology in [5] and develop a

recording and reproducing system for high order surround

auditory scenes. We first design a circular microphone array

mounted on a sound-rigid cylinder, with its axis perpendic-
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ular to the sound source plane when recording. Using our

cylindrical beamforming algorithm, this array will be used

for recording and spatial filtering high order surround audi-

tory scenes. Then we use a specially arranged circular loud-

speaker array to reproduce the recorded surround auditory

scenes. The main advantages of our system are:

1. It is easier to build and more practical to use for sur-

round auditory scenes, especially compared with the

spherical arrays;

2. It is highly efficient and effective for recording and re-

producing surround auditory scenes;

3. Its performance is robust and optimal;

4. It is highly scalable.

1.3 Applications inMixed andAugmentedReality

The applications of our system in mixed and augmented

reality are bestly illustrated by a teleconference setup, such

as “the office of the future” described in [9]. In that setup,

distant and virtual environments are integrated seamlessly

with the real office to create an immersive platform for dis-

tant individuals to collaborate. This platform provides a vi-

sually immersive effect using distributed cameras and pro-

jectors, however, it ignores the immersive auditory informa-

tion. Our system is analogous to this platform in the sense

we use microphone and loudspeaker arrays to integrate dis-

tant surround auditory scenes into the real and virtual audi-

tory environment in the real room. On the other hand, our

system is also complementary to this platform since we can

combine the immersive visual and auditory effects together

to create an even more effective one.

2 Recording Surround Auditory Scenes

In this section, we will first introduce the theory of

acoustic scattering from a rigid cylinder. We then develop

the theory of cylindrical beamforming in section 2.2. In ad-

dition, we explain why we need a cylinder instead of using

the microphone array in free space. To demonstrate our de-

sign, we analyze the performance of a practical example in

section 2.3. We address the practical design issues such as

discreteness, practical beampattern, robustness, and its per-

formance in 3D sound field. Both theoretical analyses and

simulation results are presented.

2.1 Wave Scattering from Rigid Cylinder

Considering a general scenario as shown on the left side

in Figure 1, where a unit magnitude plane sound wave

of wave number k is incident from ( k, k), an infinite

Observation point
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Plane wave from ),( kk

Circular microphone 
array on the cylinder

Y

X

Z

a

Y

X

k
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a

Figure 1. A plane wave incident on a rigid

cylinder.

length rigid cylinder of radius a is positioned vertically
at the origin of the coordinate system, and the continuous

circular microphone array is on the cross-section circle at

z = 0 plane. The complex pressure at the observation point
r = (r, /2, ) on the z = 0 plane is:

pi = e
ik·r. (1)

If k is perpendicular to the axis of the cylinder (z-axis), i.e.

k = /2, we then have:

pi = e
ikr cos(

k
), (2)

where k = |k|. Now it is reduced to a 2D problem as shown
on the right side in Figure 1. We will come back to the 3D

issues in section 2.3.3.

This plane wave can be expressed in terms of cylindrical

waves [8]:

pi =
X
n=0

²ni
nJn(kr) cos [n( k)] , (3)

where Jn(x) is the nth-order Bessel function of x, and ²n
are Neumann symbols defined as:

²n =

½
1, n = 0;
2, n 1;

. (4)

The scattered wave is:

ps =
X
n=0

²ni
n
J 0
n
(ka)Hn(kr)

H 0
n(ka)

cos [n( k)] , (5)

where Hn(x) is the nth-order Hankel function of x. The
prime denotes the derivative with respect to the argument.

The total complex pressure at the circle on the cylinder

surface is:

pt( , k) = (pi + ps)|r=a

=
X
n=0

Bn(ka) cos [n( k)] , (6)
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where:

Bn(ka) = ²ni
n

·
Jn(ka)

J 0n(ka)Hn(ka)

H 0
n(ka)

¸
. (7)

2.2 Cylindrical Beamforming

The basic principle of cylindrical beamforming is to

make orthogonal decompositions of the recorded surround

sound field, and the decomposed components are combined

to approximate a desired beampattern.

If we assign the weight
cos(n0 )
B
n0
(ka) to each continuous

point on the circle and make an integral over , we have:

Z 2

0

pt
cos (n0 )

Bn0(ka)
d

=

Z 2

0

X
n=0

Bn(ka) cos [n( k)]
cos (n0 )

Bn0(ka)
d . (8)

Since

cos [n( k)] = cos(n ) cos(n k)+sin(n ) sin(n k),
(9)

and using the following integral identities:

Z 2

0

cos(n ) cos(n0 )d = nn0 , (10)Z 2

0

sin(n ) cos(n0 )d = 0, (11)Z 2

0

cos(n0 )d = 0, (12)

for n, n0 6= 0, where nn0 is the Kronecker delta function

defined as:

nn0 =

½
1, n = n0

0, n 6= n0
. (13)

We then have:Z 2

0

pt
cos (n0 )

Bn0(ka)
d = cos(n0 k), (n0 > 0), (14)

That means the wave from k direction has the gain of

cos(n0 k).

Similarly, if the weight is
sin(n0 )
B
n0
(ka) , we have:

Z 2

0

pt
sin (n0 )

Bn0(ka)
d = sin(n0 k), (n0 > 0), (15)

In addition, when the weight is 1
2 B0(ka)

, we have:

Z 2

0

pt
1

2 B0(ka)
d

=
1

2 B0(ka)

½Z 2

0

B0(ka)d

+

Z 2

0

X
n=1

Bn cos [n( k)] d

)
= 1. (16)

If the ideal beampattern is a peak at 0 and zero every-

where else, it can be modeled as the delta function (

0)
1. Its Fourier series expansion is:

( 0) =
1

2
+
1X
n=1

[cos(n 0) cos(n )

+ sin(n 0) sin(n )]. (17)

Therefore, to achieve the ideal beampattern f( , 0) =
( 0), the weight for the microphone at point is:

w( , 0) = 1
4 2B0(ka)

+ 1
P
n=1

h
cos(n 0)

cos(n )
Bn(ka)

+ sin(n 0)
sin(n )
Bn(ka)

i
= 1

4 2B0(ka)
+ 1

2

P
n=1

cos[n(
0
)]

Bn(ka)
. (18)

Some careful readers may have noticed the similarity be-

tween the fomulas (3) and (6) in the sense that both are the

infinite series of cosine functions except the coefficients are

different. We rewrite (3) as:

pi =
X
n=0

An cos [n( k)] , (19)

where

An = ²ni
nJn(kr). (20)

It is plausible that the cosine components recorded by a cir-

cular microphone array in free space can also be extracted

similarly as we did in section 2.2. So why bother to scatter

the plane wave by a rigid cylinder?

The intuition is: the scattering makes the pressure dis-

tribution along the circular microphone array more compli-

cated, especially for higher frequency wave, so more spatial

information is captured. This is illustrated more clearly in

Figure 2 and Figure 3. When ka is relatively small, the
cylinder is approximately transparent to the sound wave,

1It is also called “Dirac’s delta function” or the “impulse symbol”. Re-

fer [8, pp. 31] for the formal definition. Don’t be confused with the Kro-

necker delta function as (13).
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Figure 2. An(ka) for n from 0 to 20.

so An(ka) and Bn(ka) have similar behaviors. When ka
increases, the scattering effect is stronger, so the irregular

pressure distribution along the circular array contains richer

spatial frequency content. For example, in Figure 2, when

ka lies in the first notch of A0(ka) which is about 2.4, ap-
parently the spatial frequency component of n = 0 cannot
be extracted robustly since it is too weak compared to the

n = 1 component and hidden by noise. While at the same
ka in Figure 3, the component of n = 0 is boosted to about
6 dB which is much easier to be extracted. There are more
notches for larger ka in Figure 2 although An(ka) finally
converges with respect to n for given ka. On the contrary,
in Figure 3, for fixed ka, Bn(ka) exhibits smoother conver-
gence with the increase of n.
In summary, with the help of the scattering from the

cylinder, it is much easier to extract the desired spatial com-

ponents.

2.3 Practical Design and Analysis

As an example, suppose we have a cylinder with radius

of 10 cm, our array has 32 microphones positioned uni-
formly on the circle. We will analyze the performance of

this system. Since we only care about the pressure on the

microphones which is on the side surface of the cylinder, in

practice, the cylinder can be of finite length and the micro-

phone array can be placed away from both endpoints. The

scattered sound field distortion is negligible at the micro-

phone positions.

2.3.1 Discreteness

So far we have assumed a continuous circular microphone

array. In practice, however, we have to use finite number of
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Figure 3. Bn(ka) for n from 0 to 20.

microphones positioned discretely on a circle. According

to the well-known sampling theorem, to fully reconstruct

a band-limited signal, it must be sampled at a rate at least

twice as fast as the highest frequency. This sampling rate

is called the Nyquist frequency. This theorem is for both

spatial and temporal sampling.

In our system, we assume the temporal sampling rate is

already fast enough. Our concern is the spatial sampling

rate with respect to the number of microphones on a circle.

Using N microphones positioned uniformly on the circle,

the sampling rate is N . So we can fully capture the sound
field with highest spatial frequency of n = N/2. For exam-
ple, in Figure 3, when ka = 1, the amplitude of the spatial
frequency component of n = 4 is about 40 dB which is
negligible in practice, so we may just say the highest spatial

frequency is n = 3 and we need N = 6 microphones.
For the array with N microphones, if the highest spatial

frequency with significant amplitude isM(M N/2), the
weight is:

wM ( , 0) =
1

4 2B0(ka)
+
1
2

MX
n=1

cos[n( 0)]

Bn(ka)
.

(21)

With fixed a, the spatial frequency content depends on
the temporal frequency. This is also illustrated in Figure 3

when ka increases, the sound field along the circular array
contains higher spatial frequencies. Spatial aliasing occurs

when the sound field contains spatial frequency greater than

N/2.

2.3.2 Practical Beampattern

The ideal beampattern is defined as (17). In the real ar-

ray with finite number of microphones, using the practical
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Figure 4. Beampatterns forM = 1, 5, 10, 16.

weight as (21), the actual beampattern is an M -truncated
version of (17):

fM ( , 0) =
1

2
+
1

MX
n=1

cos[n( 0)]. (22)

We say this beampattern is of orderM . In Figure 4, we plot
a few beampatterns of different orders. To show the spa-
tial aliasing effects, we compare the beampatterns at high

frequencies against the theoretical beampattern of order 16,
which is the maximum order for our example. The plot is

for = /2 and = [ , ] as shown in Figure 5. In
practice, the maximum order of beampattern also depends

on the ka value. As discussed in section 2.2, only the spa-
tial frequency components with significant strength can be

decomposed robustly.

2.3.3 Beampattern in 3D Sound Field

Our system is designed to make spatial filtering of two di-

mensional auditory scenes where sound sources are roughly

on the same plane specified by the circular microphone ar-

ray. In the real world, however, undesired sound can come

from all 3D directions other than on this plane, such as the

room reverberations or other noise.

In Figure 6, we plot the polar beampatterns for different

elevation angles. It clearly shows when the wave direction

is moving away from the plane specified by the microphone

array, the beampattern tends to be less directive. This can

be explained theoretically. Suppose the sound wave is from

( k, k) and the component of the wave number k perpen-
dicular to the cylinder axis (z-axis) is k , the incident wave

is:

pi = e
ik·r = eik ·r = eik r cos(

k
), (23)
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-40
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10KHz
15KHz
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Figure 5. Spatial aliasing.

where:

k = k sin k. (24)

Accordingly, (14), (15) and (16) become:Z 2

0

pt
cos (n0 )

Bn0(ka)
d =

Bn0 (k a)

Bn0(ka)
cos(n0 k),(25)Z 2

0

pt
sin (n0 )

Bn0(ka)
d =

Bn0 (k a)

Bn0(ka)
sin(n0 k), (26)Z 2

0

pt
1

2 B0(ka)
d =

B0 (k a)

B0(ka)
, (27)

(n0 > 0).

Therefore, the actualM -truncated beampattern for k is:

fM ( , 0, k) =
1
2

B0(k a)
B0(ka)

+ 1
MP
n=1

Bn(k a)
Bn(ka)

cos[n( 0)]. (28)

From Figure 3, we notice that except B0(ka) is monotoni-
cally decreasing, each Bn(ka) (n > 0) has only one peak.
On the left side of its peak, it is monotonically increas-

ing and on the right side monotonically decreasing2. Since

k a < ka for k 6= /2, there exists a threshold integerm
(0 < m < M) such that:

Bn (k a)

Bn(ka)
1, 0 n m

Bn (k a)

Bn(ka)
< 1, m < n M

. (29)

That means the higher spatial frequency components are

suppressed while the lower spatial frequency components

2Strict theoretical proof omitted here.
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Figure 6. Polar Beampatterns for different el-

evation angles at 5 kHz . The beampattern for
= /2 is of order 13.

are amplified. Apparently, this low-pass filter makes the re-

sulted beampattern less directive.

The full 3D beampattern is shown in Figure 7. It has

a strawberry-like shape. Therefore, our array can also be

used in 3D auditory scenes where spatial filtering in the az-

imuthal dimension is desired.

3 Reproducing the Recorded Surround Au-

ditory Scene

Suppose we have recorded the surround auditory scene

using our circular microphone array, the next step is to re-

produce it with a circular loudspeaker array. In this array,

L loudspeakers are positioned uniformly around a circle in
free space. To achieve the optimal performance given the

number of microphones (N ) used in recording, we let L
equal to N . For clarity, we will still use the notation L
for the number of loudspeakers. In this section, we will first

consider the plane wave case where the radius of the circular

loudspeaker array is large enough to produce plane waves at

the observation points. We will derive the theoretical con-

dition of reproduction, and give a simple solution to ensure

the optimal performance. Then we will extend this into the

spherical wave case where the circle of the loudspeaker ar-

ray is small so that every loudspeaker can be modeled as a

point sound source.

Figure 7. 3D beampattern of order 13 at 5 kHz,
looking at = 0. (Lighted to show 3D effect.)

3.1 Plane Wave Case

We denote the L loudspeaker positions as l, l =
1, ..., L, which are also the plane wave incident directions.
Suppose we feed every loudspeaker with the identical signal

of wave number k, and the output of the l-th loudspeaker is
weighted by a complex number al(k), the reproduced sound
field at the observation point is a weighted combination

of plane waves:

pc =
X
n=0

²ni
nJn(kr)

LX
l=1

al(k) cos [n( l)] . (30)

To perfectly reproduce the original sound field, it requires

(3) equal (30). Thus the condition for reproduction is:

cos [n( k)] =
LX
l=1

al(k) cos [n( l)] , (31)

(n = 0, ..., ).

That is:

cos (n k) =
LX
l=1

al(k) cos (n l) , (32)

sin (n k) =
LX
l=1

al(k) sin (n l) , (33)

(n = 0, ..., ).

However, since we only can record the sound field up to

order M , the reproduction can be achieved to order M at
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most. If we let:

al(k) = fM ( k, l) =
1

2
+
1

MX
n0=1

cos[n0( k l)],

(34)

then (32) and (33) can be satisfied to orderM as following:

LX
l=1

al(k) cos (n l)

=
LX
l=1

(
1

2
+
1

MX
n0=1

cos[n0( k l)]

)
cos (n l)

= cos(n k) (n = 0, ...,M), (35)

and

LX
l=1

al(k) sin (n l)

=
LX
l=1

(
1

2
+
1

MX
n0=1

cos[n0( k l)]

)
sin (n l)

= sin(n k) (n = 0, ...,M). (36)

The physical meaning is clear: if each loudspeaker plays

back the beamformed signal in this direction, the loud-

speaker array will recreate the original surround sound field

to orderM .

3.2 Spherical Wave Case

Thus far, we have assumed the loudspeakers are far

enough from the observation points to generate plane

waves. In this section, we will extend the algorithm to

the general point-source model where the reproduced sound

field is a weighted combination of spherical waves.

Suppose the radius of the circular loudspeaker array is

r0. If the loudspeakers can be modeled as point sources, the
sound field at the observation point (r, , ) reproduced by
the circular loudspeaker array becomes [2]:

pc = 4
X
n=0

injn(kr)Rn(kr0)

×
nX

m= n

LX
l=1

al(k)Y
m

n ( l, l)Y
m

n ( , ), (37)

where

Rn(kr0) = ikr0e
ikr0i nhn(kr0). (38)

Normally, the listener is at the center of the circular ring of

the loudspeakers, so l = /2 and = /2. Since

Y mn ( 2
, )

s
2n+ 1

4

(n m)!

(n+m)!
Pmn (cos 2

)eim

=

s
2n+ 1

4

(n m)!

(n+m)!
Pmn (0)e

im , (39)

the recreated sound field is:

pc = 4
X
n=0

injn(kr)Rn(kr0)
LX
l=1

al(k)

×
nX

m= n

·
2n+ 1

4

(n m)!

(n+m)!

¸
[Pmn (0)]

2 eim( l
).

(40)

Using the identity relating associated Legendre polynomials

with negative m to the corresponding functions with posi-

tivem:

P m

n (x) = ( 1)m
(n m)!

(n+m)!
Pmn (x), (41)

we have:

nX
m= n

h
2n+1
4

(n m)!
(n+m)!

i
[Pmn (0)]

2
eim( l

)

=
nX

m=0

²m

h
2n+1
4

(n m)!
(n+m)!

i
[Pmn (0)]

2
cos [m( l )] .

(42)

let

En = 4 injn(kr)Rn(kr0), (43)

Fmn = ²m

·
2n+ 1

4

(n m)!

(n+m)!

¸
[Pmn (0)]

2
. (44)

So we have:

pc =
LX
l=1

al(k)
X
n=0

En

nX
m=0

Fmn cos [m( l )]

=
LX
l=1

al(k)
X
m=0

ÃX
n=m

EnF
m

n

!
cos [m( l )]

=
LX
l=1

al(k)
X
n=0

ÃX
m=n

EmF
n

m

!
cos [n( l )]

=
X
n=0

ÃX
m=n

EmF
n

m

!
LX
l=1

al(k) cos [n( l )] .

(45)
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Figure 8. H5,H10 and H16 at frequency 2 kHz .

Comparing (45) against (3) or (19), the condition for repro-

duction is:ÃX
m=n

EmF
n

m

!
LX
l=1

al(k) cos [n( l )]

= An cos [n( k)] , (n = 0, ..., ). (46)

That is:ÃX
m=n

EmF
n

m

!
LX
l=1

al(k) cos (n l) = An cos (n k) ,

(47)ÃX
m=n

EmF
n

m

!
LX
l=1

al(k) sin (n l) = An sin (n k) ,

(48)

(n = 0, ..., ).

Similarly, (47) and (48) can be satisfied for n = 0 to M
with the solution of al(k) as:

al(k) =
AnP

m=nEmF
n
m

fM ( k, l)

= Hn(k, r, r0)

(
1

2
+
1

MX
n0=1

cos[n0( k l)]

)
,

(49)

which is still the beampattern but multiplied by a variable

coefficient:

Hn(k, r, r0) =
AnP

m=nEmF
n
m

. (50)

To analyze its effects on the reproduced sound field, we plot

Hn(k, r, r0) with r0 = 1m. Figure 8 plots H5,H10 and
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Figure 9. H5,H10 and H16 at frequency 5 kHz .

H16 at 2 kHz with respect to r. Figure 9 plots the same
functions at 5 kHz. Several interesting observations are:

1. If r is small compared with r0, i.e. the observation
points are in the far field area,Hn 1. This is roughly
the same as the plane wave case;

2. At fixed frequency, with larger n, the far field area
stretches. This is because the first zero of Hn occurs
at the same r as the first zero of Jn(kr), the n-th order
Bessel function of the first kind;

3. The far field area shrinks as the frequency increases,

which is obvious since the first zero of Jn(kr) for fixed
n is a constant number, when k increases, r has to de-
crease to stay in the far field area.

3.3 Simulations

We simulate the reproductions of a plane wave of 5 kHz
incident from = /4. Figure 10-12 show the reproduc-
tions by plane waves to the order 5, 10, 16, respectively.

Figure 13-15 show the reproductions by spherical waves at

the same orders with r0 = 1m. Figure 16 shows the re-
production to order 5 at 2 kHz . As we have predicted, the
reproduction is effective in a larger area than in Figure 13.

4 Implementation Issues and Future Work

In addition to the practical design we have performed

in previous sections, some implementation issues need to

be addressed in building an efficient real-world system.

Specifically, we will come back to the teleconference ex-

ample in section 1.3 to illustrate a few of them.
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One of the most desirable features in teleconference is

real-time interaction over a band-limited network. There-

fore, we must have an efficient way to compress, transmit

and decompress our surround auditory data. Since the au-

ditory scenes are recorded using a microphone array, the

multichannel signals are highly correlated with each other.

That clearly requires a highly efficient codec. In addition, to

accommodate various network resources and computing ca-

pacities, we also need a multi-resolution data structure and

an adaptive data transmission algorithm. These issues will

be included in the future work.

5 Summary and Acknowledgments

In this paper, we proposed an integrated approach to

record and reproduce high order surround auditory scenes,

which can be used in creating mixed and augmented re-

ality systems. We designed a circular microphone array

mounted on a rigid cylinder. We then used it in surround

sound recording and beamforming. We derived the con-

ditions for perfect reproduction. Given the recordings in

finite orders, we designed a circular loudspeaker array to

reproduce the original scenes optimally. Design examples

and performance analyses are presented. A prototype is cur-

rently being built.

The authors would like to thank the four anonymous re-

viewers and our shepherd Dr. Kiyoshi Kiyokawa for the

reviews and comments which helped to improve the overall

quality of this paper. This work was partially supported by

NSF Award 0205271.
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Figure 11. Reproduce the 5 kHz plane wave to
order 10 using plane waves.

Figure 12. Reproduce the 5 kHz plane wave to
order 16 using plane waves.

Figure 13. Reproduce the 5 kHz plane wave to
order 5 using spherical waves.

Figure 14. Reproduce the 5 kHz plane wave to
order 10 using spherical waves.

Figure 15. Reproduce the 5 kHz plane wave to
order 16 using spherical waves.

Figure 16. Reproduce the 2 kHz plane wave to
order 5 using spherical waves.
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