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Abstract

A robust approach to recovery of shape from shading information is presented. Assuming uniform albedo and Lambertian surface for the imaging model, we first present methods for the estimation of illuminant direction and surface albedo. The illuminant azimuth is estimated by averaging local estimates. The illuminant elevation and surface albedo are estimated from image statistics. Using the estimated reflectance map parameters, we then compute the surface shape using a new procedure, which implements the smoothness constraint by enforcing the gradients of reconstructed intensity to be close to the gradients of the input image. Typical results on real images are given to illustrate the usefulness of our approach.

1 Introduction

Shape from shading (SFS)[1] refers to the process of reconstructing the 3-D shape of an object from its 2-D intensity image. In computer vision, SFS is implemented by first modeling the image brightness as a function of surface geometry and then reconstructing a surface which, under the given imaging model, generates an image close to the input image.

In this paper, we use the most commonly used Lambertian imaging model [2]:

$$R(p, q) = \eta \frac{\cos \gamma - p \cos \tau \sin \gamma - q \sin \tau \sin \gamma}{\sqrt{1 + p^2 + q^2}} + \sigma_0$$  \hspace{1cm} (1)

where $\eta$ is the composite albedo, that includes factors such as strength of illumination and the reflectivity of the surface. For uniform illumination, $\eta$ is constant if the surface is optically uniform. $N = (-p, -q, 1)\sqrt{1 + p^2 + q^2}$ is the surface normal at position $(x, y, z(x, y))$ [2]. $L = (\cos \tau \sin \gamma, \sin \tau \sin \gamma, \cos \gamma)$ is the unit vector for the illuminant direction, where $\tau$ and $\gamma$ are the tilt and slant angles. $L$ is constant for parallel illumination. $\sigma_0$ is the bias brightness depending on background illumination, digitizer calibration, etc. Several algorithms [3, 4, 5, 6, 7] are available for estimation of $(\tau, \gamma, \eta)$ of (1). Most of the known illuminant direction estimators do not work well for complicated scenes and/or when the $\gamma$ of the illuminant is not small, due to inappropriate surface models assumed and the effects of self shadow not being accounted for.

In this paper, we introduce a new reflectance map parameters estimator. In our method, $\tau$ is estimated by averaging local estimates. $\gamma$ and $\eta$ are solved from image statistics. The issue of self-shadowing is also addressed.

A commonly used SFS approach is to formulate the SFS problem in a constrained optimization framework [7]. A typical cost function is [1, 7, 8, 9]

$$J[p, \eta] = \int \int [I(x, y) - R(p, q)]^2 + \lambda (p_x^2 + p_y^2 + q_x^2 + q_y^2) + \mu [(z_x - p)^2 + (z_y - q)^2] \, dx \, dy$$  \hspace{1cm} (2)

where the second term is the regularization term often used to ensure the convergence of the iteration process. This term pushes the reconstruction towards a smooth surface. Although it helps to stabilize the minimization process, it has several drawbacks [10]. A solution to this problem is to use an adaptive Lagrangian multiplier to reduce oversmoothing along image boundaries [9]. Another solution is to let $\lambda$ gradually decrease as the iterations proceed[7]. In this paper, we introduce a new cost function which does not have the commonly used quadratic regularization term. Instead, we enforce the gradients of the reconstructed image to be close to the gradients of the input image. Using cal-
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calculus of variations [11] and a linear approximation of the reflectance map [7], an iterative scheme which simultaneously updates the slope and height maps is developed.

The rest of this paper is organized as follows: Section 2 discusses our reflectance map parameter estimator. Section 3 presents the SFS algorithm. In Section 4 we present experimental results. The work is summarized in Section 5.

2 Estimation of Parameters

2.1 Image Model

Let the surface normal \( \vec{N} \) be represented by

\[
\vec{N} = (\cos \alpha \sin \beta, \sin \alpha \sin \beta, \cos \beta) \tag{3}
\]

where \( \alpha = \alpha(x, y) \) and \( \beta = \beta(x, y) \) are the tilt and slant angles of the surface normal at \( (x, y, z(x, y)) \). After substitution of (3) into (1), the reflectance map can be rewritten as

\[
R(p, \beta) = \eta(\cos(\alpha - \tau) \sin \beta \sin \gamma + \cos \beta \cos \gamma) + \sigma_0 \tag{4}
\]

2.2 \( \tau \) Estimate

Let us assume that for any point \((x_0, y_0, z(x_0, y_0))\), its neighbors can be locally approximated by a spherical patch:

\[
\begin{align*}
  x &= a(x_0, y_0) + r(x_0, y_0) \sin \beta \cos \alpha \\
  y &= b(x_0, y_0) + r(x_0, y_0) \sin \beta \sin \alpha \\
  z &= c(x_0, y_0) + r(x_0, y_0) \cos \beta
\end{align*} \tag{5}
\]

where \((a(x_0, y_0), b(x_0, y_0), c(x_0, y_0))\) is the center of the sphere and \(r(x_0, y_0)\) is the radius of the sphere. For a small increment along the direction \( \vec{s} = (\delta x, \delta y) \), the corresponding increments in \((\alpha, \beta)\) is \((\delta \alpha, \delta \beta)\) and the following relations hold

\[
\begin{align*}
  \delta x &= \sin \beta \sin \alpha \delta \alpha + \cos \beta \cos \alpha \delta \beta \tag{6} \\
  \delta y &= \sin \beta \cos \alpha \delta \alpha + \cos \beta \sin \alpha \delta \beta \tag{7} \\
  \sin \beta \delta \beta &= \frac{-\sin \beta \cos \alpha \delta x - \sin \beta \sin \alpha \delta y}{\cos \beta} \tag{8}
\end{align*}
\]

Using \(6-8\), an increment in \(4\) due to \((\delta \alpha, \delta \beta)\) is:

\[
\begin{align*}
  \delta \vec{I} &= \frac{\eta}{r} (\delta x, \delta y) \left( \begin{array}{c} \sin \gamma \cos \tau - \cos \gamma \tan \beta \cos \alpha \\ \sin \gamma \sin \tau - \cos \gamma \tan \beta \sin \alpha \end{array} \right).
\end{align*}
\]

Let \( \vec{s} \) take different directions yielding

\[
d\vec{I} = B \vec{X}
\]

where

\[
d\vec{I} = \begin{pmatrix} \delta I_1 \\ \delta I_2 \\ \vdots \\ \delta I_N \end{pmatrix}, \quad B = \begin{pmatrix} \delta x_1 & \delta y_1 \\ \delta x_2 & \delta y_2 \\ \vdots & \vdots \\ \delta x_N & \delta y_N \end{pmatrix},
\]

\[
\vec{X} = \begin{pmatrix} \vec{x}_L \\ \vec{y}_L \end{pmatrix} = \frac{\eta}{r} \begin{pmatrix} \sin \gamma \cos \tau - \cos \gamma \tan \beta \cos \alpha \\ \sin \gamma \sin \tau - \cos \gamma \tan \beta \sin \alpha \end{pmatrix}.
\]

\(N\) is the number of measured directions for \( \vec{s} \) and \( \vec{x}_L \) and \( \vec{y}_L \) are the \(x\) and \(y\) components of the local estimate. \( \vec{X} \) can be solved using

\[
\vec{X} = (B^TB)^{-1}B^d\vec{I}.
\]

It can be proved that [10]

\[
E_{x,y} \left\{ \frac{\vec{x}_L}{\sqrt{\vec{x}_L^2 + \vec{y}_L^2}} \right\} = \cos \tau \cdot F(\gamma) \tag{9}
\]

and

\[
E_{x,y} \left\{ \frac{\vec{y}_L}{\sqrt{\vec{x}_L^2 + \vec{y}_L^2}} \right\} = \sin \tau \cdot F(\gamma) \tag{10}
\]

where

\[
F(\gamma) = \int_{\alpha_s}^{\alpha_e} p(\beta) d\beta \frac{1}{2\pi} \int_0^1 (\sin \gamma \cos \beta - \cos \gamma \sin \beta \cos \alpha)/
\sqrt{\sin^2 \gamma \cos^2 \beta + \cos^2 \gamma \sin^2 \beta - \frac{1}{2} \sin 2\gamma \sin 2\beta \cos \alpha d\alpha}
\]

The illuminant azimuth can be estimated as

\[
\tau = \arctan \left( \frac{E_{x,y} \left\{ \frac{\vec{y}_L}{\sqrt{\vec{x}_L^2 + \vec{y}_L^2}} \right\}}{E_{x,y} \left\{ \frac{\vec{x}_L}{\sqrt{\vec{x}_L^2 + \vec{y}_L^2}} \right\}} \right). \tag{11}
\]

2.3 Estimation of \( \gamma \) and \( \eta \)

For estimating \( \gamma \) and \( \eta \), we use the statistical properties of \( \alpha \) and \( \beta \). For a general scene, the range of \( \alpha \) could be \([0, 2\pi)\). Since there is no preference for the tilt angle, an acceptable assumption regarding the distribution of \( \alpha \) is

\[
P_\alpha = \frac{1}{2\pi}.
\]

On the other hand, for the distribution of \( \beta \), the effects of self occlusion and foreshortening should be considered. In 3-D space, it is equally possible for a surface patch to have a slant angle between 0 and \( \pi \); but due to self occlusion only patches facing the camera can be seen, so the range of \( \beta \) is \([0, \pi/2]\). After consideration
of projection effect, the distribution of $\beta$ in the image plane is

$$p_\beta = \cos \beta$$

For general images, we can assume that $\alpha$ and $\beta$ are independent. The statistical model for the normal direction of the surface is

$$p_{\alpha \beta} = p_\alpha \cdot p_\beta = \frac{\cos \beta}{2\pi}.$$ (12)

With (12) we can consider the statistical moments of image intensity. Special care should be taken in regions where shadow is present. Here we only consider the case of self shadowing. For a pixel, if the incidence angle is greater than $\pi/2$, the pixel will not be illuminated and its brightness is zero. So the actual image intensity is

$$I(\alpha, \beta) = \max \{\eta(\cos(\alpha - \tau) \sin \beta \sin \gamma + \cos \beta \cos \gamma), 0\}$$

The first two moments of image intensities are

$$\bar{T} = \frac{1}{2\pi} \int_0^{2\pi} \int_0^{\pi/2} I(\alpha, \beta) \cos \beta \, d\alpha \, d\beta$$

$$\bar{T}^2 = \frac{1}{2\pi} \int_0^{2\pi} \int_0^{\pi/2} I^2(\alpha, \beta) \cos \beta \, d\alpha \, d\beta$$

The curve

$$\cos(\alpha - \tau) \sin \beta \sin \gamma + \cos \beta \cos \gamma = 0$$

is an ellipse. Due to symmetry we know that $\bar{T}$ and $\bar{T}^2$ are functions of $\gamma$ and $\eta$ only and can be written as:

$$\bar{T} = \eta f_1(\gamma) \quad \text{and} \quad \bar{T}^2 = \eta^2 f_2(\gamma),$$

where

$$f_1(\gamma) = \frac{1}{2\pi \eta} \int_0^{2\pi} \int_0^{\pi/2} I(\alpha, \beta) \cos \beta \, d\alpha \, d\beta$$

$$f_2(\gamma) = \frac{1}{2\pi \eta^2} \int_0^{2\pi} \int_0^{\pi/2} I^2(\alpha, \beta) \cos \beta \, d\alpha \, d\beta.$$ 

We compute $f_1(\gamma)$, $f_2(\gamma)$, and $f_3(\gamma) = f_1(\gamma) / \sqrt{f_2(\gamma)}$ by a numerical method and approximate the results by 7th order polynomials of $\cos \gamma$. The results are

$$f_1(\gamma) \approx \sum_{i=0}^{7} a_i \cos^i \gamma$$

$$f_2(\gamma) \approx \sum_{i=0}^{7} b_i \cos^i \gamma$$

$$f_3(\gamma) \approx \sum_{i=0}^{7} c_i \cos^i \gamma$$

where the coefficients are

<table>
<thead>
<tr>
<th>$i$</th>
<th>$a_i$</th>
<th>$b_i$</th>
<th>$c_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.1615</td>
<td>0.0834</td>
<td>0.5577</td>
</tr>
<tr>
<td>1</td>
<td>0.3959</td>
<td>0.2169</td>
<td>0.6240</td>
</tr>
<tr>
<td>2</td>
<td>0.3757</td>
<td>0.2487</td>
<td>0.1862</td>
</tr>
<tr>
<td>3</td>
<td>-0.0392</td>
<td>0.1836</td>
<td>-0.6514</td>
</tr>
<tr>
<td>4</td>
<td>-0.3977</td>
<td>0.0048</td>
<td>-0.53450</td>
</tr>
<tr>
<td>5</td>
<td>0.1174</td>
<td>-0.1066</td>
<td>0.9282</td>
</tr>
<tr>
<td>6</td>
<td>0.1803</td>
<td>-0.0043</td>
<td>0.3476</td>
</tr>
<tr>
<td>7</td>
<td>-0.0984</td>
<td>0.0424</td>
<td>-0.4084</td>
</tr>
</tbody>
</table>

Since $f_3(\gamma)$ is a monotonically decreasing function of $\gamma$, $\gamma$ can be uniquely solved from

$$\gamma = \frac{1}{\sqrt{f_2(\gamma)}} f_3(\gamma)$$

Subsequently, $\eta$ can be computed by

$$\eta = \frac{1}{f_1(\gamma) + f_2(\gamma)} \left( \bar{T} : f_1(\gamma) + \sqrt{\bar{T}^2 : f_2(\gamma)} \right)$$

In our implementation of this method, we let $\gamma = 0^\circ$ when $\sqrt{\bar{T}^2} > f_3(0) = 0.96191$.

## 3 Shape from Shading

### 3.1 Formulation

Once the reflectance map parameters are estimated, the possible surface is determined by the image intensity information. Traditionally, the requirement that reconstructed surface be consistent with observed image is enforced by the irradiance equation:

$$R(p, q) = I(x, y).$$ (13)

It seems that (13) has used all the information contained in the input image, but in iterative SFS algorithms, $p$ and $q$ are updated separately at each pixel. No relationship among the neighboring pixels is enforced. So the quadratic smoothness term is used in (2) to enforce the reconstructed surface to be smoothly connected. Unfortunately, the quadratic smoothness term uniformly suppresses changes in surface shape, irrespective of changes in intensities. In areas, where image intensity changes rapidly, the corresponding surface part may not be smooth, and smoothing over this region should be reduced. This adaptive smoothing idea can be implemented efficiently by requiring the gradients of the reconstructed intensity to be equal to the gradients of the input image. By incorporating these constraints, computation of shape from shading can be formulated as an optimization problem minimizing

$$\iint F(p, q, Z) \, dx \, dy$$ (14)
where

\[
F = [\mathcal{R}(p, q) - I(x, y)]^2 +
\left[ \mathcal{R}_p(p, q) p_x + \mathcal{R}_q(p, q) q_x - I_x(x, y) \right]^2 +
\left[ \mathcal{R}_p(p, q) p_y + \mathcal{R}_q(p, q) q_y - I_y(x, y) \right]^2 +
\mu [(p - Z_x)^2 + (q - Z_y)^2]
\]  

(15)

The last term in (15) comes from the integrability constraint [11, 12], where \( \mu \) is a weighting factor. Note that the commonly used quadratic smoothness term present in almost all published works has been dropped. Using calculus of variations, minimization of (14) is equivalent to solving the following Euler equations:

\[
\begin{align*}
\frac{\partial F}{\partial x} - \frac{\partial F}{\partial p} &= 0 \\
\frac{\partial F}{\partial y} - \frac{\partial F}{\partial q} &= 0 \\
\frac{\partial F}{\partial z} - \frac{\partial F}{\partial Z} &= 0
\end{align*}
\]  

(16)

From (15), approximating the reflectance map around \((p, q)\) by Taylor series expansion of up to first order terms, after some algebraic manipulations we obtain:

\[
\begin{pmatrix}
\mathcal{R}_x + \mu \mathcal{R}_p \mathcal{R}_q \\
\mathcal{R}_x \mathcal{R}_q + \mu \mathcal{R}_p \mathcal{R}_q \\
-1
\end{pmatrix}
\begin{pmatrix}
\delta p \\
\delta q \\
\delta Z
\end{pmatrix}
= \begin{pmatrix}
C_1 \\
C_2 \\
C_3
\end{pmatrix}
\]  

(17)

where

\[
\begin{align*}
C_1 &= (-\mathcal{R} + I + \mathcal{R}_p p_x + \mathcal{R}_q q_x - I_x + \\
&\quad \mathcal{R}_p p_y + \mathcal{R}_q q_y - I_y) \mathcal{R}_p - \mu (p - Z_x) \\
C_2 &= (-\mathcal{R} + I + \mathcal{R}_p p_x + \mathcal{R}_q q_x - I_x + \\
&\quad \mathcal{R}_p p_y + \mathcal{R}_q q_y - I_y) \mathcal{R}_q - \mu (q - Z_y) \\
C_3 &= -p_x + Z_{xx} - q_y + Z_{yy}
\end{align*}
\]

and \((\delta p, \delta q, \delta Z)\) are the increments in \((p, q, Z)\) after an iteration. Solving (17) we obtain the updating scheme

\[
\begin{align*}
\delta p &= \frac{1}{\Delta} \left[ (C_1 - \frac{1}{\mu} C_3) (5 \mathcal{R}_x^2 + \frac{5}{2} \mu) - \frac{1}{4} (C_2 - \frac{1}{\mu} C_3) (5 \mathcal{R}_x \mathcal{R}_q + \frac{1}{2} \mu) \right] \\
\delta q &= \frac{1}{\Delta} \left[ (C_2 - \frac{1}{\mu} C_3) (5 \mathcal{R}_x^2 + \frac{5}{2} \mu) - \frac{1}{4} (C_1 - \frac{1}{\mu} C_3) (5 \mathcal{R}_x \mathcal{R}_q + \frac{1}{2} \mu) \right] \\
\delta Z &= (C_3 + \delta p + \delta q) / 4
\end{align*}
\]

where \(\Delta\) is the determinant of the coefficient matrix, which is always positive as shown below

\[
\Delta = 4 \left( 5 \mathcal{R}_x^2 + \frac{5}{2} \mu \right) (5 \mathcal{R}_q^2 + \frac{5}{2} \mu) - (5 \mathcal{R}_x \mathcal{R}_q + \frac{1}{2} \mu)^2
\]

\[
= 4 \left( 5 \mu \left[ \mathcal{R}_x^2 + \mathcal{R}_q^2 + \frac{1}{2} (\mathcal{R}_p - \mathcal{R}_q)^2 \right] + 1.5 \mu^2 \right)
\]

\[
> 0
\]

So the iterative scheme is stable.

### 3.2 Implementation

A hierarchical implementation of the SFS algorithm is given below:

**Step 1:** Estimation of the reflectance map parameters \((\tau, \gamma, \eta, \sigma_0)\).

**Step 2:** Normalization of the input image:

\[ \tilde{I} = (I - \sigma_0)/\eta. \]

Reducing the input image size to that of the lowest resolution layer, and setting the values of \(p^o, q^o\), and \(z^o\) to zeros.

**Step 3:** Updating the current shape reconstruction.

\[
\begin{align*}
\delta p &= (C_1 A_{22} - C_2 A_{12}) / \Delta \\
\delta q &= (C_2 A_{11} - C_1 A_{12}) / \Delta \\
\delta Z &= (C_3 + \delta p + \delta q) / 4
\end{align*}
\]

where

\[
\begin{align*}
A_{11} &= 5 \mathcal{R}_x^2 + 1.25 \mu \\
A_{12} &= 5 \mathcal{R}_x \mathcal{R}_q + 0.25 \mu \\
A_{22} &= 5 \mathcal{R}_q^2 + 1.25 \mu \\
C_1 &= (-\mathcal{R} - I + \mathcal{R}_p p_x + \mathcal{R}_q q_x - I_x + \\
&\quad \mathcal{R}_p p_y + \mathcal{R}_q q_y - I_y) \mathcal{R}_p - \mu (p - Z_x) \\
C_2 &= (-\mathcal{R} - I + \mathcal{R}_p p_x + \mathcal{R}_q q_x - I_x + \\
&\quad \mathcal{R}_p p_y + \mathcal{R}_q q_y - I_y) \mathcal{R}_q - \mu (q - Z_y) \\
C_3 &= -p_x + Z_{xx} - q_y + Z_{yy}
\end{align*}
\]

If \((\text{Solution is stable}) \text{ OR } (\text{Iteration has reached } N_{\text{max}} \text{ of current layer})\) continue to Step 4, otherwise repeat Step 3.

**Step 4:** If \((\text{Current image is in the highest resolution})\) stop; Otherwise \((\text{Interpolate current layer results to higher resolution image domain and go to Step 3})\).

### 4 Experimental Results

To illustrate the usefulness of our reflectance map parameter estimator, we first tested the algorithm on a number of synthetic image sets. The synthetic images tested include: (1) spheres, (2) ellipses with the ratio of major axis (parallel to x-axis) to minor axis equals 2, (3) spheres with additive Gaussian noise, and (4) Mozart statue images synthesized from laser range data\(^1\). For each case, the test images were generated using \(\eta = 200, \sigma_0 = 0\), and various combinations

\(^1\)The original laser range data was provided by Andres Huertas of the Institute for Robotics and Intelligent Systems, University of Southern California.
of $\tau$ and $\gamma$. For comparison purposes, Pentland's [3] method as well as Lee and Rosenfeld's method [5] were implemented and tested on the same sets of synthetic images. The main conclusions we reached based on the simulations are as follows: compared to other methods, the $\tau$ estimated by our method is more accurate for ellipse and Mozart images, is more robust to noise and boundary disturbance. Our $\gamma$ and $\eta$ estimates are more accurate for Mozart images and when the true $\gamma$ is relatively large. For the synthetic images tested, our method is stable and gives reasonably good results for all the situations considered. The estimates are sufficiently good for applications to SFS. Details of testing results and comparisons are presented in [10].

We next tested the above estimators on some real images. The results are listed in Table 1, in which extensions "r", "g", "b", and "w" stand for red, green, blue and black/white respectively. We found that the $\tau$ and $\gamma$ estimated by our method are the best in terms of consistency between the results obtained from different color bands of the same image, images of different resolutions, subimages of a large scene, and stereo image pair. In the results given in Table 1, we detect the intensity bias $\sigma_0$ by finding the minimum of the image intensity array and adjust the image intensities by subtracting this bias. Since for most images there are shadow pixels which have the value of the bias, this simple method works quite well.

Figures 1 and 2 show examples of SFS on real images. In these experiments we let $\mu = 1$ and $N_{max}$ for the highest resolution layer to be 500. We observed that better results are consistently obtained for higher values of $\mu$ and $N_{max}$. The partial derivatives of the reflectance map, $R_x$ and $R_y$, are computed numerically.

Figure 1(a) shows an input face image. The reflectance map parameters estimated by our algorithm are: $(\tau = 7.74^\circ, \gamma = 59.2^\circ, \eta = 192.01, \sigma_0 = 3)$. Figure 1(b) is the height map obtained by the SFS algorithm. Figure 1(c) shows a 3-D plot of 1(b).

Figure 2(a) shows an input pepper image. The reflectance map parameters estimated by our algorithm are: $(\tau = 15.92^\circ, \gamma = 58.20^\circ, \eta = 255.96, \sigma_0 = 0)$. Figure 2(b) is the height map obtained by the SFS algorithm. Figure 2(c) shows a 3-D plot of 2(b).

We tested our SFS algorithm on more than ten real images, and examined the SFS results using different illuminant directions. Due to space limitation, only two examples are presented here and the comparison on images generated from the SFS results using different illuminant directions are omitted. Extensive real image results are given in [10].

5 Summary

A practical solution to shape from shading (SFS) should include estimation of illuminant direction, surface albedo and reconstruction of shape using the estimated reflectance map parameters. In this paper we presented methods for estimating reflectance map parameters in a Lambertian imaging model. Tests on both synthetic and real images show that our estimators are more robust and accurate than existing methods. We also introduce a new SFS procedure which implements the smoothness assumption by enforcing the gradients of the reconstructed intensity to be close to the gradients of the input image. Under this formulation, the commonly used quadratic smoothness terms are removed and the slope and height maps are updated simultaneously. A hierarchical implementation of the SFS algorithm is presented. Encouraging results using real images are also presented.

References

Table 1: Illuminant Direction and Albedo Estimation for Real Images

<table>
<thead>
<tr>
<th>Image</th>
<th>Our method</th>
<th>Penland's method</th>
<th>Lee &amp; Rosenfeld's method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \gamma )</td>
<td>( \theta )</td>
<td>( \beta )</td>
</tr>
<tr>
<td>Lenna-1.b</td>
<td>10.79</td>
<td>54.68</td>
<td>127.73</td>
</tr>
<tr>
<td>Lenna-1.g</td>
<td>7.74</td>
<td>59.52</td>
<td>127.73</td>
</tr>
<tr>
<td>Lenna-1.r</td>
<td>9.29</td>
<td>42.49</td>
<td>190.47</td>
</tr>
<tr>
<td>Lenna-1.w</td>
<td>11.73</td>
<td>52.46</td>
<td>162.27</td>
</tr>
<tr>
<td>Pepper-1.b</td>
<td>20.09</td>
<td>82.97</td>
<td>137.46</td>
</tr>
<tr>
<td>Pepper-1.g</td>
<td>32.74</td>
<td>45.25</td>
<td>221.72</td>
</tr>
<tr>
<td>Pepper-1.r</td>
<td>45.16</td>
<td>7.65</td>
<td>146.72</td>
</tr>
<tr>
<td>Pepper-1.w</td>
<td>32.04</td>
<td>32.27</td>
<td>184.23</td>
</tr>
<tr>
<td>Pepper-2.b</td>
<td>21.34</td>
<td>56.19</td>
<td>172.88</td>
</tr>
<tr>
<td>Pepper-2.g</td>
<td>13.00</td>
<td>46.95</td>
<td>243.97</td>
</tr>
<tr>
<td>Pepper-2.r</td>
<td>22.86</td>
<td>6.50</td>
<td>201.31</td>
</tr>
<tr>
<td>Pepper-2.w</td>
<td>20.40</td>
<td>24.66</td>
<td>173.24</td>
</tr>
<tr>
<td>Pepper-3.b</td>
<td>23.25</td>
<td>55.06</td>
<td>149.39</td>
</tr>
<tr>
<td>Pepper-3.g</td>
<td>15.92</td>
<td>58.20</td>
<td>255.96</td>
</tr>
<tr>
<td>Pepper-3.r</td>
<td>22.00</td>
<td>17.85</td>
<td>185.45</td>
</tr>
<tr>
<td>Pepper-3.w</td>
<td>18.66</td>
<td>34.33</td>
<td>169.18</td>
</tr>
<tr>
<td>Renault-2</td>
<td>157.08</td>
<td>49.58</td>
<td>192.09</td>
</tr>
<tr>
<td>Renault-3</td>
<td>168.41</td>
<td>44.75</td>
<td>130.58</td>
</tr>
</tbody>
</table>

\( \gamma \) and \( \eta \) indicate the estimates obtained by applying the original form of Lee & Rosenfeld's method. \( \gamma \ast \) and \( \eta \ast \) represent the estimates obtained by applying the shadow compensated Lee & Rosenfeld's method [10].

Figure 1: SFS result on a face image. (a) The input image. The reflectance map parameters estimated by our algorithm are: \( \tau = 7.74^\circ \), \( \gamma = 59.52^\circ \), \( \eta = 192.01 \), and \( \sigma_0 = 3 \). (b) The height map obtained by the SFS algorithm. (c) A 3-D plot of (b).

Figure 2: SFS result on a pepper image. (a) The input image. The reflectance map parameters estimated by our algorithm are: \( \tau = 15.92^\circ \), \( \gamma = 68.20^\circ \), \( \eta = 255.96 \), and \( \sigma_0 = 0 \). (b) The height map obtained by the SFS algorithm. (c) A 3-D plot of (b).