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We present a review of algorithms and their performance for determining three-dimensional (3D) motion and structure of rigid objects when their corresponding features are known at different times or are viewed by different cameras. Three categories of problems are considered, depending upon whether the features are two-(2D) or three-dimensional (3D) and the type of correspondence: a) 3D to 3D (i.e., locations of corresponding features in 3D space are known at two different times), b) 2D to 3D (i.e., locations of features in 3D space and their projection on the camera plane are known), and c) 2D to 2D (i.e., projections of features on the camera plane are known at two different times). Features considered include points, straight lines, curved lines, and corners. Emphasis is on problem formulation, efficient algorithms for solution, existence and uniqueness of solutions, and sensitivity of solutions to noise in the observed data. Algorithms described have been used in a variety of applications. Some of these are: a) positioning and navigating 3D objects in a 3D world, b) camera calibration, i.e., determining location and orientation of a camera by observing 3D features whose location is known, c) estimating motion and structure of moving objects relative to a camera. We mention some of the mathematical techniques borrowed from algebraic geometry, projective geometry, and homotopy theory that are required to solve these problems, list unsolved problems, and give some directions for future research.

I. INTRODUCTION

Human beings are endowed with the ability to see, discern objects, estimate and understand motion, and navigate in the three-dimensional (3D) space. Incorporating such ability in machines has been a challenging task and has occupied scientists and engineers working in computer vision for a long time [1], [2]. In this paper we review a subset of this activity which deals with observing some features on the surface of an object in the environment at different points in time and using this information to derive 3D motion and structure of these objects. Depending on the nature of the features observed (two- or three-dimensional, points or lines on the surface of the object, etc.), different formulations and algorithms come into play. However, the underlying mathematics has much in common: all the different cases can be formulated in such a way that they require solution of simultaneous transcendental, polynomial, or linear equations in multiple variables which represent the structure of the object and its 3D motion as characterized by rotation and translation. It is this commonality that we wish to exploit by formulating the problems in seemingly disparate applications in a common format and then discussing mathematical tools for solving them.

The list of applications in sensing, modeling, and interpretation of motion and structure from corresponding features observed at different times is rather long. It depends upon the type of features observed. We categorize the problems discussed in this paper and their applications as follows:

i) 3D-to-3D feature correspondences.

applications:

a) Motion estimation using stereo or other range finding devices
b) positioning a known 3D object using stereo or other range-finding devices.

ii) 2D-to-3D feature correspondences.

applications:

a) single camera calibration, i.e., determination of position and orientation of a camera knowing some features of 3D objects as imaged on the camera.
b) passive navigation of a vehicle using a single camera and based on the knowledge of 3D landmarks.

iii) 2D-to-2D feature correspondences.

applications:

a) finding relative attitudes of two cameras which are both observing the same 3D features.
b) Estimating motion and structure of objects moving relative to a camera.
c) passive navigation, i.e., finding the relative attitude of a vehicle at two different time instants.
We consider a variety of different features, such as points, straight lines, corners, etc., on the surface of 3D objects. By correspondence is meant observing the same feature at two or many different instants of time or viewing the same feature by two different cameras. In cases where features are 2D, they are obtained usually by perspective transformations of the 3D features on the camera plane. Although most of the paper deals with the perspective transformation, to a lesser extent, orthogonal transformation is also considered. For the many cases that result, we formulate the problems, give algorithms for solution, and discuss conditions for existence and uniqueness of solutions and sensitivity of algorithms and solutions to noise. The approach we shall consider for motion/structure determination consists of two steps: i) Extract, match and determine locations (2D or 3D) of corresponding features. ii) Determine motion and structure parameters from the feature correspondences. It is to be emphasized that in this paper we discuss only the second step.

We start with the general statement of the problem and the relevant notation in the next section. We then go through the above three categories of problems, in each case reviewing the formulations and their solutions. The relevant mathematics that deals with solutions of simultaneous linear and nonlinear (especially polynomial) equations in multiple variables is described along the way. Some of these mathematical tools are new to workers in computer vision, but we believe that many of the unsolved questions that we raise in the end require such tools and hope that answers to these questions will be forthcoming using these tools.

II. GENERAL PROBLEM AND NOTATION

Consider an isolated rigid body viewed by an imaging system. Figure 1 shows a typical geometry for imaging. In this figure, object space coordinates are denoted by lower case letters and the image space coordinates are denoted by the upper case letters. Optical center of a pin-hole camera coincides with the origin of a cartesian coordinate system (oxyz) and the positive z-axis is the direction of view. The image plane is located at a distance equal to the focal length \( F \) (which is assumed to be unity) from \( o \) along the direction of view. Using a perspective projection model, a point \( p = (x, y, z) \) on the surface of an object is projected at a point \( P = (X, Y) \) on the image plane, where

\[
\begin{align*}
X &= \frac{x}{z}, \\
Y &= \frac{y}{z}.
\end{align*}
\]

In some cases, we also use the orthographic projection instead of the perspective projection. In such cases, the image coordinates of point \( P = (X, Y) \) are related to the

The problem that we wish to tackle can be stated generally as follows. Consider two features \( f_i \) and \( f'_i \). These may be points, lines, conics, corners, etc. \( f_i \) and \( f'_i \) refer to description of these features, e.g., their location in either 3 or 2 dimensions. \( f_i \) may be at time \( t_i \) and \( f'_i \) is the same corresponding feature at time \( t'_i \); or, \( f_i \) may be specified in 3D space and \( f'_i \) may be its corresponding projection on the image plane. In any case, we are given \( N \) such corresponding features on the same rigid object and our problem is to infer motion (where appropriate) and structure of this rigid body with respect to the imaging system. Broadly speaking, there are three different cases:

1) 3D-to-3D Correspondences: In this case, we are given 3D locations (e.g., object space coordinates in the case of point features) of \( N \) corresponding features (points or lines) at two different times and we need to estimate 3D motion of the rigid object. Thus the problem has application in either motion estimation using 3D information which can be obtained by stereo or other range-finding techniques, or positioning a 3D object with known feature locations using stereo techniques.

2) 2D-to-3D Correspondences: In this case, we are given correspondence of \( N \) features \( (f_i, f'_i) \) such that \( f_i \) are specified in three dimensions and \( f'_i \) are their projection on the 2D image plane. The problem is to find location and orientation of the imaging camera. This has applications in either calibration (= determining location and orientation of the camera plane) of a single camera or passive navigation through known 3D landmarks (i.e., \( f_i \)) using projection of \( f_i \) on a single camera (i.e., \( f'_i \)).
3) 2D-to-2D Correspondences: Here, \( N \) corresponding features are specified on the 2D image plane either at two different times for a single camera or at the same instant of time but for two different cameras. In the former case, the problem is to determine 3D motion and structure of the rigid object and in the latter case, the problem is to determine the relative orientation and location of the two imaging cameras.

As mentioned before, in each of the above cases, different formulations are necessary for different kinds of features. In fact, since the problems almost always result in solution of simultaneous linear and nonlinear (mostly polynomial) equations, ability to solve and gain insight depends to a large extent on the proper formulation. Our interest is in pointing out various formulations, algorithms for solution and determining the number of possible solutions as a function of the number of features considered.

A. Motion Model

Since a large part of the paper is concerned with estimating motion of rigid bodies, we state some well known results from kinematics of rigid bodies [3]. Consider a point \( p(= (x, y, z)) \) at time \( t \), which moves to location \( p'(= (x', y', z')) \) at time \( t_b \) as a result of the motion of the rigid body. Then

\[
\begin{bmatrix}
x' \\
y' \\
z'
\end{bmatrix} = R \begin{bmatrix}
x \\
y \\
z
\end{bmatrix} + t
\]

where \( R \) represents rotation and \( t \) represents translation. Rotation can be specified in a number of equivalent ways. For example, rotation can be around an axis passing through the origin of our coordinate system. Let \( \hat{n} = (n_1, n_2, n_3)^T \) be a unit vector along the axis of rotation and let \( \chi \) be the angle of rotation from time \( t \) to time \( t_b \). Then the rotation matrix \( R \) can be expressed as

\[
R = S + K
\]

where \( S \) is the \( 3 \times 3 \) identity matrix and

\[
K = \sin \chi N \text{ (skew-symmetric part)}
\]

and \( n^T \) is the transpose of \( \hat{n} \).

Alternatively, \( R \) can be specified as three successive rotations around the \( x-, y-, \) and \( z\)-axis, by angles \( \theta, \psi, \) and \( \phi \), respectively, and can be written as a product of these three rotations

\[
R = \begin{bmatrix}
\cos \phi & \sin \phi & 0 \\
-sin \phi & \cos \phi & 0 \\
0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
\cos \psi & 0 & -\sin \psi \\
0 & 1 & 0 \\
\sin \psi & 0 & \cos \psi
\end{bmatrix} \begin{bmatrix}
1 & 0 & 0 \\
0 & \cos \theta & \sin \theta \\
0 & -\sin \theta & \cos \theta
\end{bmatrix}.
\]

In the first case, motion is represented by seven parameters \( n_1, n_2, n_3, \chi, t_1, t_2, \) and \( t_3 \), with a relationship \( n_1^2 + n_2^2 + n_3^2 = 1 \) since \( \hat{n} \) is a unit vector. In the second case, motion is represented by \( \theta, \phi, \psi, t_1, t_2, \) and \( t_3 \). Thus in either case, there are six free parameters that express 3D motion. In some cases, we want to specify rotation matrix \( R \) using all its nine components \( \{r_{ij}\}_{i,j=1, \ldots, 3} \). In such a case, it is important to realize that all these nine components are not independent, but the following relationships always hold:

\[
\begin{align*}
\sum_{i=1}^{3} r_{ii}^2 &= 1 \\
r_{11}^2 + r_{12}^2 + r_{13}^2 &= 1 \\
r_{21}^2 + r_{22}^2 + r_{23}^2 &= 1 \\
r_{31}^2 + r_{32}^2 + r_{33}^2 &= 1 \\
r_{23}^2 - r_{32}^2 &= r_{11} \\
r_{31}^2 - r_{21}^2 &= r_{12} \\
r_{21}^2 - r_{31}^2 &= r_{13}.
\end{align*}
\]

Thus in this representation of motion, we have twelve unknowns (nine rotation and three translation), but these six independent relationships among the components of \( R \) result again in six free parameters that express motion.

Finally, we briefly review the quaternion representation of 3D rotation. A rotation around an axis with direction cosines \( (n_1, n_2, n_3) \) and rotation angle \( \chi \) can be represented by the unit quaternion

\[
q = \left( s; \frac{1}{2} n_1 \sin \frac{\chi}{2}, \frac{1}{2} n_2 \sin \frac{\chi}{2}, \frac{1}{2} n_3 \sin \frac{\chi}{2} \right)
\]

specifically

\[
(0; p'_1) = q(0; p_1)q^*
\]

where * denotes complex conjugation. In terms of \( q \), the rotation matrix becomes (10); see below. We start now with the different cases.

III. 3D-TO-3D CORRESPONDENCES

1) Point Features: Our first case is when the features \((f_1, f'_1)\) are 3D coordinates of points on the surface of the rigid body in motion. These are observed at times \( t_a \) and
Suppose we are given \( N \) corresponding points \((p_i, p'_i)\) which obey the relationship of (3), i.e.

\[
p'_i = Rp_i + t, \quad i = 1, \ldots, N. \tag{11}
\]

The problem is: given (11), find \( R \) and \( t \). Since for \( N = 1 \), the number of independent linear equations is fewer than the number of variables (six), there are always infinitely many solutions. For \( N = 2 \), there are also infinitely many solutions. It is well known [3] that three noncollinear-point correspondences are necessary and sufficient to determine \( R \) and \( t \) uniquely.

Equation (11), when expanded represents three scalar equations in six unknown motion parameters. With three point correspondences, we will get nine nonlinear equations. Iterative methods can be used to obtain the "best" fits of the six unknowns. However, it is possible to get stuck in the local minima.

It is therefore advisable to use linear algorithms [4] by observing that (11) is linear in components of \( R \) (i.e., \( r_{ij} \)) and \( t \). For example, one of the scalar equations from (11) can be written as

\[
x'_i = r_{11}x_i + r_{12}y_i + r_{13}z_i + t_1.
\]

(12)

Therefore, if we have four point correspondences, then we have enough linear equations to solve for the twelve unknowns. In fact, it can be readily seen that if three point correspondences are known, the fourth point correspondence can be found on the basis of rigidity of the body and that if the three points are not collinear then the system of equations (11) is invertible for the unknown parameters.

In practice, since the point correspondences are obtained from measurements, they are subject to error and therefore one prefers to work with more than three point correspondences. In this case, \( R \) and \( t \) can be obtained as a solution to the following least squares problem:

\[
\min_{\text{w.r.t. } R, t} \left\{ \sum_{i=1}^{N} \|p'_i - (Rp_i + t)\|^2 \right\} \tag{13}
\]

subject to the constraint that \( R \) is a rotation matrix (e.g., subject to (7)). Here \( \| \cdot \| \) represents the Euclidean norm. (As in any such procedure, if there are some measurements with a large amount of error, it is advisable to throw them away, rather than average over them.) Such a constrained least square problem can be solved by linear procedures using quaternions [5], [6] or by singular value decomposition [7], [8].

2) Motion from Stereo Images Sequences: Of particular interest is the case of motion estimation from stereo image sequences [10]. Here it is assumed that \( p_i \) and \( p'_i \) are measured by stereo triangulation. When the ratio of object range (i.e., \( z \)) to the camera baseline is large (say > 10), the measurement error due to image sampling is much bigger in \( z \) than in \( x \) and \( y \) [10]. In such a case, weighted least squares can be used to give less importance to \( z \) in (13). However, it is difficult to estimate proper weights [11]. Alternatively, maximum likelihood [12] or its approximations [13] can be tried. All these approaches are computationally time-consuming. It appears that when errors in \( z \) are really large, it is better to throw the \( z \)'s away and use orthographic approximations [14].

B. 3D-to-3D Straight-Line Correspondences

Suppose, instead of point correspondences, we are given correspondences of straight lines. Thus let \( l_i \) and \( l'_i \) be two corresponding straight lines at times \( t_a \) and \( t_b \), respectively. We note that these lines are considered infinitely long and that no point correspondences on these lines are assumed to be known. Thus our problem is: given corresponding \((l_i, l'_i)_{i=1, \ldots, N}\), find \( R \) and \( t \).

If \( N = 1 \), the number of equations is fewer than the number of unknowns and therefore the number of solutions is infinite. Moreover, it can be proved that two nonparallel "sensed" lines are necessary and sufficient to determine \( R \) and \( t \) uniquely.

The following two types of algorithms may be used.

i) From the nonparallel sensed lines, we can generate three noncollinear point correspondences and then use the algorithms of Section III-A.1.

ii) Alternatively, if \( v_i \) and \( v'_i \) are unit vectors along the direction of lines \( l_i \) and \( l'_i (i = 1, 2) \), respectively, and if

\[
v_3 = v_1 \times v_2
\]

and

\[
v'_3 = v'_1 \times v'_2
\]

then

\[
v'_i = R v_i, \quad i = 1, \ldots, 3.
\]

(15)

This gives us enough equations to determine the rotation matrix \( R \). The translation can be obtained by creating a point correspondence on the lines \( Rl_i \) and \( l'_i \). For example, the point on \( Rl_3 \) which is closest to \( Rl_2 \) corresponds to the point on \( l'_3 \) which is closest to \( l'_2 \).

To combat noise, rotation can be determined by constrained least squares, i.e.

\[
\min_{\text{w.r.t. } R} \left\{ \sum_{i=1}^{N} \|v'_i - R v_i\|^2 \right\} \tag{16}
\]

subject to \( R \) being a rotation matrix. Typically, translation is more sensitive to noise and additional information is necessary to obtain reasonable estimate of the translation [15].

IV. 2D-TO-3D CORRESPONDENCES

As we mentioned in the Introduction, this situation arises when each of the features is 3D and their corresponding features are 2D. If 3D locations of features are known along with their projection on the camera plane which is at unknown location, then the algorithms described in this

\( \times \) denotes the usual cross product.
section allow us to determine the attitude, i.e., the location and the orientation of the camera (known as the camera calibration problem in classical photogrammetry [16]). A related problem is when the camera is attached to a vehicle which is moving in a 3D environment with landmarks at known locations and the goal is to guide this vehicle by observing images of these landmarks. Since the camera is attached to the vehicle, determining the camera attitude, obtains the attitude of the vehicle, which helps navigate it. We consider two types of features: points and straight lines.

A. 2D-to-3D Point Correspondences

As shown in Fig. 2, consider two coordinate systems. \( \text{oxyz} \) is a coordinate system in which the 3D point features are located. Thus \( p_i \) are points in this coordinate system with coordinates \( (x_i, y_i, z_i) \). The camera is referenced to the other coordinate system \( \text{o'z'y'z'} \). In particular, we assume as before, that the camera plane is perpendicular to the \( d'z' \)-axis and at location \( z' = 1 \). Image coordinates on the camera plane are obtained by perspective projection and denoted by \( (X', Y') \). Thus the image of point \( p_i \) is at \( P'_{ij} \) whose coordinates are given by

\[
X'_i = \frac{x'_i}{z'_i} \quad \text{and} \quad Y'_i = \frac{y'_i}{z'_i}.
\]

Coordinate system \( \text{oxyz} \) is obtained by a rotation \( R \) and translation \( t \) of the coordinate system \( \text{o'x'y'z'} \) and our goal in camera calibration is to determine \( R \) and \( t \), knowing the \( N \) point correspondences \( (p_i, P'_{ij}) \).

The 3D coordinates of \( P'_i \) are related to those of \( p_i \) by

\[
p_i = R p_i + t
\]

or

\[
\begin{pmatrix}
  x' \\
  y' \\
  z'
\end{pmatrix} = R \begin{pmatrix}
  x \\
  y \\
  z
\end{pmatrix} + t.
\]

1) Church’s Method [16]: Combining (17) and (18), we get

\[
X'_i = \frac{r_{11} x_i + r_{12} y_i + r_{13} z_i + t_1}{r_{31} x_i + r_{32} y_i + r_{33} z_i + t_3}, \quad i = 1, \ldots, N
\]

\[
Y'_i = \frac{r_{21} x_i + r_{22} y_i + r_{23} z_i + t_2}{r_{31} x_i + r_{32} y_i + r_{33} z_i + t_3}, \quad i = 1, \ldots, N. \quad (19)
\]

As in the previous section, there are six unknowns (three for rotation and three for translation) and therefore with three point correspondences, we have enough equations. Unfortunately, these are nonlinear transcendental equations, since \( r_{ij} \) are related to the three unknowns of the rotation matrix (e.g., Euler angles of \( \theta \)) in a transcendental manner. Iterative methods are required to solve these nonlinear algebraic equations. In practice, the data (i.e., \( p_i \) and \( P'_i \)) are known only approximately and therefore one may use more than three point correspondences. In such a case, the following nonlinear least squares problem may be solved iteratively:

\[
\text{minimize} \quad \sum_{i=1}^{N} \left( \frac{(X'_i - r_{11} x_i - r_{12} y_i - r_{13} z_i - t_1)^2}{r_{31} x_i + r_{32} y_i + r_{33} z_i + t_3} \right)
\]

\[
+ \left( \frac{(Y'_i - r_{21} x_i + r_{22} y_i + r_{23} z_i + t_2)^2}{r_{31} x_i + r_{32} y_i + r_{33} z_i + t_3} \right)
\]

subject to \( R \) being a rotation matrix (i.e., subject to (7)). The disadvantages of these approaches is that unless one starts with a good initial guess, the iterative procedure may not converge to the right solution. Moreover, no insight is obtained about the nature, uniqueness or the number of solutions.

2) Ganapathy’s Method [17], [18]: If three noncollinear point correspondences are given, then without loss of generality we can assume that the three points lie in the plane \( z = 0 \). Then (19) becomes

\[
X'_i = \frac{r_{11} x_i + r_{12} y_i + r_{13} z_i + t_1}{r_3 x_i + r_{32} y_i + r_{33} z_i + t_3}
\]

\[
Y'_i = \frac{r_{21} x_i + r_{22} y_i + r_{23} z_i + t_2}{r_3 x_i + r_{32} y_i + r_{33} z_i + t_3}
\]

Thus the three point correspondences give six linear and homogeneous equations in nine unknowns \( r_{11}, r_{12}, r_{13}, r_{21}, r_{22}, r_{23}, r_3, t_1, t_2, t_3 \). Assuming \( t_3 \neq 0 \), we can divide by \( t_3 \), to get six linear equations in eight unknowns

\[
\frac{r_{11}}{t_3}, \frac{r_{12}}{t_3}, \frac{r_{21}}{t_3}, \frac{r_{22}}{t_3}, \frac{r_{31}}{t_3}, \frac{r_{32}}{t_3}, \frac{t_1}{t_3}, \frac{t_2}{t_3}.
\]

Additional constraints on \( \{r_{ij}\} \) can be obtained from (7) as

\[
\left( \frac{r_{11}}{t_3} \right)^2 + \left( \frac{r_{21}}{t_3} \right)^2 + \left( \frac{r_{31}}{t_3} \right)^2 = \left( \frac{r_{12}}{t_3} \right)^2 + \left( \frac{r_{22}}{t_3} \right)^2 + \left( \frac{r_{32}}{t_3} \right)^2
\]

and

\[
\left( \frac{r_{11}}{t_3} \right) \left( \frac{r_{12}}{t_3} \right) + \left( \frac{r_{21}}{t_3} \right) \left( \frac{r_{22}}{t_3} \right) + \left( \frac{r_{31}}{t_3} \right) \left( \frac{r_{32}}{t_3} \right) = 0.
\]
Thus we have six linear and two quadratic equations in eight unknowns. According to Bézout's theorem [19], the maximum number of solutions (real or complex) is four, assuming that the number of solutions is finite. Solutions can be obtained by computing the resultant which in this case will be a fourth-degree polynomial in one of the unknowns. Note that the unknown "scale factor" $t_3$ can be determined by using, e.g., the constraint $r_{11}^2 + r_{12}^2 + r_{13}^2 = 1$.

With four coplanar point correspondences, (21) yields eight linear homogeneous equations in nine unknowns. If this system of equations is nonsingular, $R, t$ can be obtained uniquely.

If four or five point correspondences are known, then one can either solve a linear least squares problem or use the above method by taking three point correspondences at a time. In the latter case, one expects that the different solution sets have only one common solution. However, precise conditions under which a unique solution is guaranteed are not yet known and in fact, it is easy to construct examples where more than one solution exists with four or five point correspondences.

If six point correspondences are known, then (21) gives twelve linear homogeneous equations in twelve unknowns $\{r_{ij}\}_{j=1, \ldots, 3}$, $\{t_i\}_i = 1, \ldots, 3$. $R, t$ can be determined uniquely, if the system is nonsingular. Thus with six or more point correspondences, one expects a unique solution generally.

3) Fischler and Bolles' Method [20]: Fischler and Bolles presented a geometric formulation of the problem for three general point correspondences and four coplanar point correspondences. For the three-point case, assume that we are given the three angles $\theta_1, \theta_2, \theta_3$ and four coplanar point correspondences. Our problem is to find the lengths $\delta p_1, \delta p_2, \delta p_3$. By the law of cosines,

\[
\begin{align*}
|\delta p_1|^2 &= (|\delta p_1|)^2 + (|\delta p_2|)^2 - 2(|\delta p_1|)(|\delta p_2|)\cos(\theta_1, \theta_2) \\
|\delta p_2|^2 &= (|\delta p_2|)^2 + (|\delta p_3|)^2 - 2(|\delta p_2|)(|\delta p_3|)\cos(\theta_2, \theta_3) \\
|\delta p_3|^2 &= (|\delta p_3|)^2 + (|\delta p_1|)^2 - 2(|\delta p_3|)(|\delta p_1|)\cos(\theta_3, \theta_1).
\end{align*}
\]

Thus we have three quadratic equations in three unknowns, $|\delta p_1|^2, |\delta p_2|^2, |\delta p_3|^2$. From Bézout’s theorem, the maximum number of solution can be eight. However, because of symmetry, if $(|\delta p_1|, |\delta p_2|, |\delta p_3|) = (a, b, c)$ is a solution, so is $(|\delta p_1|, |\delta p_2|, |\delta p_3|) = (-a, b, -c)$. Thus there are at most four positive solutions. One can show this, alternatively, by computing the resultant of the system of equations (23) and showing that it is only a fourth-degree polynomial.

In practice, if the measurements are noisy, Fischler and Bolles proposed a robust approach which they called RANSAC.

4) Horp and Conio's Method [21]: For the four-point case, Horaud, Conio, Leboulleux, and Lacolle have presented a formulation which results in the solution of a fourth-order polynomial equation in one unknown.

5) Multiplicity of Solutions and Degeneracy: Fischler and Bolles [20] showed that with three point correspondences one can have as many as four solutions. Wolfe, Weber-
Thus we have succeeded in decoupling rotation from translation. Since \( R \) contains only three independent variables, with three line correspondences we can solve the nonlinear transcendental equations of (27) iteratively to get \( R \). Additionally, with eight line correspondences, (27) gives eight linear homogeneous equations in elements of \( R \) (i.e., \( \{r_{ij}\} \)). If this system of equations is nonsingular, then a unique solution to within a scale factor can be obtained for \( R \). The scale factor can be determined from the nonlinear constraints on \( R \) of (7). Conditions for nonsingularity are not yet known.

From geometrical considerations, it can be shown that

\[
(N_i^T)^T \mathbf{t} = (N_i^T)^T(Rp_i).
\]

(28)

Therefore, once \( R \) has been found, (28) can be used to solve for \( t \) from three or more line correspondences.

By decomposing \( R \) in an appropriate way, Chen [25] showed that with three line correspondences, there are at most eight solutions to \( R \) from (27); for each solution of \( R, t \) can be found from (28). He also demonstrated that eight solutions are attainable for some line configurations. With four, five, six, or seven line correspondences, the exact number of solutions is not yet known. It is expected to be less than eight, since in each of these cases one can take sets of three line correspondences and get eight solutions. The intersection of all these solutions will then be the solution. However, the precise number of these intersections and conditions under which they hold is not yet known. With eight line correspondences, (27) gives a linear system of equations for \( R \). However, conditions for nonsingularity are not yet known. Chen did succeed in obtaining a necessary and sufficient condition for the number of solutions to be infinite.

More recently, Navab and Faugeras [74] showed that if the feature points lie on a one-sheet hyperboloid passing through the camera center, then the number of solutions to the translation is infinite.

In practice, if the measurements are noisy, by using a larger number of line correspondences, one can pose a variety of least square problems. In most cases, \( 3 < N < 8 \), the result is a linear least square problem with quadratic constraints.

2) Using Line Correspondence Methods for Point Correspondences: Given \( N \)-point correspondences, we can connect every point pair by a straight line to get \( N - (N - 1)/2 \) line correspondences, out of which only \( 3N - 6 \) are independent (assuming \( N \geq 3 \)). Then the line correspondence methods of this section can be used to find \( R, t \). The advantage of this approach is that \( R \) and \( t \) are decoupled and therefore in a sense the dimensionality of the problem is reduced.

It is interesting to examine the number of solutions obtained by the line and point correspondence method. Three point correspondences generate three line correspondences. However these three lines are coplanar and this appears to ensure that out of the eight possible solutions only four are real. With five point correspondences, we get nine line correspondences and therefore can use the linear method of line correspondences. Similarly, with six point correspondences, we get twelve line correspondences. Although conditions on uniqueness of solution are not known, empirically a unique solution is obtained for six or more point correspondences.

V. 2D-TO-2D CORRESPONDENCES

Consider a situation where the features of a rigid body are projected on the image plane and only these projections are known. If the camera geometry is fixed, and the object is in motion, then our problem is to obtain 3D motion and structure of this rigid body by observing corresponding projected features at two different instants of time. In this context, by structure is meant the \( z \) coordinate (depth or distance along the camera axis) of these features in the 3D space. If, on the other hand, the same rigid body features are observed by projecting them on two different cameras, then the problem is to determine the location and orientation of one camera relative to the other. Both these problems are mathematically equivalent. Different formulations and solutions occur depending on the nature of features. We start with point features.

A. 2D-to-2D Point Correspondences

Consider the problem in which a point \( p_i = (x_i, y_i, z_i) \) on a rigid body moves to a point \( p'_i = (x'_i, y'_i, z'_i) \) with respect to a camera fixed coordinate system shown in Fig. 4. Let the perspective projection of \( p_i \) be \( P_i = (X_i, Y_i, 1) \) and that of \( p'_i \) be \( P'_i = (X'_i, Y'_i, 1) \). Due to the rigid body motion, \( p_i \) and \( p'_i \) are related by

\[
p'_i = Rp_i + t
\]

(29)

where \( R \) and \( t \) are rotation and translation, respectively. Our problem is: given \( N \) correspondences \( \{P_i, P'_i\}_{i=1, \ldots, N} \), determine \( R \) and \( t \). It is obvious that from two perspective views, it is impossible to determine the magnitude of translation. If the rigid body were two times farther away from the image plane, but twice as big, and translated at twice the speed, we would get exactly the same two images. Therefore, the translation \( t \) and object-point ranges \( (z_i) \) can only be determined to within a global positive scale factor. The value of this scale factor can be found if we know the magnitude of \( t \) or the absolute range of any observed object point. Therefore, our problem is to determine rotation \( R, t/||t|| \) and \( z_i/||t|| \) (= structure). Since the motion and structure are coupled together, different algorithms result depending on whether structure or motion is determined first. We start with the “structure first” algorithm.

1) “Structure-First” Algorithms [26]: In this approach, from the rigidity constraints, object-point ranges \( z_i \) and \( z'_i \) are determined first. Then the motion parameters \( R \) and \( t \) can be determined by solving (29) using the methods of Section III. The points \( p_i \) and \( p'_i \) are on a rigid body only if the distance between any pair of them does not change in two different views taken at two different times. Thus we must have

\[
||p_i - p_j||^2 = ||p'_i - p'_j||^2, \quad 1 \leq i, j \leq N.
\]

(30)
For \( N(N \geq 3) \) point correspondences, there are \( 3N - 6 \) independent equations. Equation (30) can be expanded as

\[
(x_i - x_j)^2 + (y_i - y_j)^2 + (z_i - z_j)^2 \\
= (x_i' - x_j')^2 + (y_i' - y_j')^2 + (z_i' - z_j')^2.
\]  

(31)

By using the relationships of perspective projection as in image plane, a point in independent equations. Equation (30) can be expanded as

\[
(x_i^2 + y_i^2 + z_i^2) = (x_i'^2 + y_i'^2 + z_i'^2).
\]

(32)

In this equation, unknowns are \( \{z_i, z_i', z_j, z_j'\} \). The equation is a homogeneous quadratic in these unknowns.

With five point correspondences, we have ten unknowns and nine homogeneous equations and iterative algorithms can be used to obtain solutions to within a scale factor. From Bézout’s theorem, the number of possible solutions is no more than \( 2^9 = 512 \). Various attempts to obtain bounds on the number of solutions by computing resultants have not been successful. Also, obtaining all the real solutions by using homotopy methods have not been successful due to the large dimensionality of this formulation. For a discussion on resultants, the reader is referred to [27]. For homotopy methods for polynomials, to [28].

2) "Motion-First" Algorithms: In this approach, equations are first formulated that only involve motion parameters. The structure values \( z, z' \) are then obtained from (33) below.

a) Transcendental equations [29], [30]: From (1) and (29), we get (omitting the subscripts)

\[
X' = \frac{r_{11}X + r_{12}Y + r_{13} + \frac{1}{2} t_1}{r_{31}X + r_{32}Y + r_{33} + \frac{1}{2} t_2}
\]

and

\[
Y' = \frac{r_{21}X + r_{22}Y + r_{23} + \frac{1}{2} t_2}{r_{31}X + r_{32}Y + r_{33} + \frac{1}{2} t_2}.
\]

(33)

Eliminating \( z \) between these two equations

\[
\begin{align*}
(\mathbf{r}_1 - \mathbf{t}_3)X' & = (\mathbf{r}_{12}X + \mathbf{r}_{13}Y + \mathbf{r}_{13}) - (\mathbf{r}_{21}X + \mathbf{r}_{22}Y + \mathbf{r}_{23}) \\
\text{and} & = (\mathbf{r}_3 - \mathbf{t}_1)'X' - (\mathbf{r}_{31}X + \mathbf{r}_{32}Y + \mathbf{r}_{33})X' \\
& = (\mathbf{r}_3 - \mathbf{t}_1)'X' - (\mathbf{r}_{31}X + \mathbf{r}_{32}Y + \mathbf{r}_{33})X' - (\mathbf{r}_{11}X + \mathbf{r}_{12}Y + \mathbf{r}_{13}).
\end{align*}
\]

(34)

If we use the Euler angle representation of the rotation (6), then (34) is a transcendental equation in terms of these angles and linear and homogeneous in terms of \( t_i \). With five point correspondences, we have five equations in five unknowns (setting the scale factor = 1, e.g., by setting \( t_3 = 1 \)). Iterative methods can be used to solve these nonlinear equations. However, no insight is gained in nature, uniqueness or number of solutions.

b) Polynomial equations: Equation (34) is a second-degree polynomial in eleven unknowns, \( \{r_{ij}\}_{i,j=1,\ldots,3}, t_1, t_2 \) (setting \( t_3 = 1 \)). Then, with five point correspondences, we have five equations from (34) and the six quadratic constraints on the components of the rotation matrix \( \{r_{ij}\} \) (7). Thus the number of equations is equal to the number of unknowns and iterative methods can be used for solution. The number of solutions is no more than \( 2^9 \), but no insight is gained about the number of real solutions. Neither are these particularly suited for numerical computation due to the high dimensionality of search space.

A better approach is due to Jerian and Jain [31] who show that with three point correspondences, a quartic equation can be derived which contains three unknowns; namely, the three components of the “tangent quaternions,” representing \( R \). These tangent quaternion components can be expressed as: \( n_1 \tan \theta/2, n_2 \tan \theta/2, \) and \( n_3 \tan \theta/2 \), where the axis of rotation has direction cosines \( \{n_1, n_2, n_3\} \) and the rotation angle is \( \theta \).

Any additional point correspondence gives one more such quartic equation. Therefore, five point correspondences gives three quartic equations in three unknowns. The maximum number of solutions is \( 4^3 = 64 \). In principle, one can reduce the three equations (using resultants) to a single 64th-order equation in one unknown. Then Sturm’s method can be used to find all the real solutions. In practice, Jerian and Jain were not able to get the 64th-order equation. They did succeed in reducing two quaternics to a single 16th-order equation (using MACSYMA). Thus their method is as follows. Do a global search on one of the three variables. For each fixed value of this variable, the other two variables are solved by reducing two of the three quartics to a single 16th-order equation in one variable whose real roots are determined by Sturm’s method. Then each real candidate solution for the three variables is substituted into the remaining quartic equation to check whether it is satisfied. Empirically, Jerian and Jain found that with five point correspondences, the number of real solutions could be two, four, or eight.

c) Linear algorithms [32], [33]: Given eight or more point correspondences, a linear algorithm can be devised. It is obvious from the geometry of Fig. 4, that the three vectors \( \mathbf{Rp} \) (not shown), \( \mathbf{p}' \), and \( \mathbf{t} \) are coplanar and therefore

\[
(\mathbf{p}') \cdot (\mathbf{t} \times \mathbf{Rp}) = 0
\]

(35)

which can be written in matrix form as

\[
(\mathbf{p}')^T \mathbf{E} \mathbf{p} = 0
\]

(36)
where \( E \) is a \( 3 \times 3 \) matrix defined as
\[
E = \begin{bmatrix}
  e_1 & e_2 & e_3 \\
  e_4 & e_5 & e_6 \\
  e_7 & e_8 & e_9
\end{bmatrix} \triangleq GR
\] (37)
and \( G \) is defined as
\[
G \triangleq \begin{bmatrix}
  0 & -t_3 & t_2 \\
  t_3 & 0 & -t_1 \\
  -t_2 & t_1 & 0
\end{bmatrix}.
\] (38)
Dividing both sides of (36) by the positive quantity \( zz' \) (i.e., dividing \( p \) by \( z \) and \( p' \) by \( z' \)),
\[
(P')^T E P = 0
\] (39)
or
\[
[X'Y'Y']E \begin{bmatrix} X \\ Y \\ 1 \end{bmatrix} = 0.
\] (40)
Equation (40) is linear and homogeneous in the nine unknowns \( \{e_i\}_{i=1,\ldots,9} \). Given \( N \) point correspondences, we can write (40) in the form
\[
\] (41)
where the coefficient matrix \( B \) is \( N \times 9 \). With eight point correspondences, if the rank \( \text{Rank}(B) = 8 \), (41) can be used to uniquely determine \( E \) to within a scale factor. Once \( E \) is determined, \( R \) and \( t \) can be determined uniquely, as described, e.g., in [34]. In practice, the data are noisy. Various least squares techniques can be used. See, e.g., [35].

d) Polynomial methods again: Given \( N \) point correspondences, if the rank \( \text{Rank}(B) < 8 \), then the linear algorithm cannot be used. However, if rank \( \text{Rank}(B) = 5, 6, \) or \( 7 \), the linear equations are solved with the polynomial constraints on the components of matrix \( E \) [36], [37]. Specifically, \( E \) is equal to a skew-symmetric matrix post multiplied by a rotation matrix only if \( \{e_i\}_{i=1,\ldots,9} \) satisfy the following three constraint equations. Let \( \{e_i\}_{i=1,\ldots,9} \) be the \( i \)th row of \( E \), then
\[
\begin{align*}
e_2 \cdot (e_1 \times e_2) &= 0 \\
(||e_2||^2 + ||e_3||^2 - ||e_1||^2)(e_2 \cdot e_3) + 2(e_1 \cdot e_2)(e_1 \cdot e_3) &= 0 \\
||e_3||^2 &= (||e_2||^2 - ||e_1||^2)^2 + 4(e_1 \cdot e_2)^2.
\end{align*}
\] (42)
Thus we get three polynomial equations in \( \{e_i\}_{i=1,\ldots,9} \) of degree \( 3, 4, 4 \), respectively.

If \( \text{Rank}(B) = 5 \), we have a set of five independent linear homogeneous equations (41) and three homogeneous polynomial equations (42) in the nine unknowns \( \{e_i\} \). We can solve these equations to determine \( \{e_i\} \) to within a scale factor. From Bézout's theorem, the maximum number of solutions (real or complex) is \( 3 \times 4 \times 4 = 48 \).

One method of solution is to first solve the five linear equations to get \( \{e_1, \ldots, e_5\} \) as a linear combination of four known \( 9 \)-vectors (a basis of the nullspace of \( B \)) with unknown weights. Substituting these into (42), we get three homogeneous equations in the four unknown weights. Then, we solve these three polynomial equations to determine these four weights (to within a scale factor).

If \( \text{Rank}(B) = 6 \), we have a set of six independent linear homogeneous equations in the nine unknowns \( \{e_i\} \). We solve these together with the first two equations in (42) to determine \( \{e_i\} \) to within a scale factor. The maximum number of solutions (real or complex) is \( 3 \times 4 \times 2 = 24 \). For each real solution, we substitute it into the third equation of (42) to see whether it is satisfied.

If \( \text{Rank}(B) = 7 \), we have a set of seven independent linear homogeneous equations in the nine unknowns \( \{e_i\} \). We solve these with the first equation in (42). The maximum number of solution is \( 3 \). For each real solution we substitute it into the second and third equations in (42) to check if they are satisfied.

For a detailed discussion on such polynomial methods for the cases of \( \text{Rank}(B) = 5, 6, 7 \), see [37].

If \( \text{Rank}(B) = 8 \), then a unique solution to \( E \) (to within a scale factor) is ensured. Longuet-Higgins [38] established a necessary and sufficient condition for \( \text{Rank}(B) = 8 \). For convenience, assume the object is stationary and the camera is moving (in particular, the focal point \( 0 \) at time \( t_a \) moves to \( 0' \) at time \( t_b \)). Then, \( \text{Rank}(B) = 8 \) if and only if the \( N \) points lie on a quadratic surface passing through \( 0 \) and \( 0' \). (Note that any nine points lie on a quadratic surface.) \( \text{Rank}(B) = 8 \) is a sufficient but not necessary condition for uniqueness of the solution to \( E \).

For \( \text{Rank}(B) = 5 \), which is equivalent to having five point correspondences in general positions, some very loose upper bounds on the number of solutions have been established in earlier sections. Way back in 1913, using projective geometry, Kruppa [39] showed that the number of solutions to \( E \) is no more than \( 11 \). Recently, Faugeras and Maybank [40], Demazure [41], and Netravali et al. [42] sharpened this result to \( 10 \). For \( \text{Rank}(B) = 6 \) or \( 7 \), the number of independent equations in (41) and (42) is larger than the number of unknowns (remembering that the equations are homogeneous so we can set one of the \( e_i \)'s equal to 1, thus heuristically one would expect that the solution to \( E \) is almost always unique. However, it can be shown that for \( \text{Rank}(B) = 6 \) or \( 7 \), it is possible to have up to three solutions in special cases [43], [44].

One point should be clarified here. For a given \( E \) matrix (determined to within a scale factor), four pairs of \( R, t \) can be derived. However, at most one of the four is physically realizable (i.e., corresponding to 3D points which are in front of the camera both at \( t_a \) and \( t_b \)) and compatible with the given point correspondences [45].

In practice, since the measurements may be inaccurate and noisy, a larger number of point correspondences should be used. In such cases, a variety of least squares problems can be formulated. Using nonlinear transcendental equations, least squares can be set up as in [46]. If the linear equations (41) are used along with the polynomial constraints (42), then a constrained linear least squares problem has to be solved [47]. Finally, for a large number of points, linear least squares can be formulated [48]. In this case...
case, error estimates have been derived. One can compute the error estimates alongside the calculation of motion and structure parameters and trust the latter only if the former are sufficiently small.

3) 2D-to-2D Point Correspondences—Planar Case: Previous sections dealt with situations in which the correspondences of points at any general location were known. If these points have some structure, then this structure can be exploited to generate additional equations and this results in requiring fewer points for solution of the problem. As an example, with four point correspondences, methods of previous sections would yield an infinite number of solutions since the number of equations is smaller than the number of unknowns required to specify motion and structure. However, if the four points are coplanar, then in addition to the six equations from (30), we have the following condition for coplanarity:

\[(p_1 - p_2) \cdot (p_1 - p_3) \times (p_1 - p_4) = 0. \quad (43)\]

This gives us seven homogeneous equations in eight unknowns \((z_1, z_2)\). From Bézout’s theorem, this system can have at most 192 \((= 3 \times 2^6)\) solutions. In fact, as we shall shortly see, the number of solutions is almost always two. In many ways, this conclusion is similar to the 2D-to-3D point correspondence case that we discussed in Section IV-A.

With the motion-first approach, the condition of coplanarity is more difficult to include since perspective projection of coplanar points is not constrained in general on the image plane. Thus with four coplanar points, we still have four linear homogeneous equations from (36). Together with (42), we have seven equations in nine unknowns and therefore if coplanarity is used to generate an additional equation, the number of solutions will be infinite. We do not yet know how to include coplanarity in this formulation. The following linear formulation [49] is more appropriate.

Let the equation of the plane containing the four points at time \(t_a\) be given by

\[g^T p = 1 \quad (44)\]

where

\[g^T = (a, b, c). \quad (45)\]

Then at time \(t_b\),

\[p' = Rp + t = Rp + tg^T p = (R + tg^T)p = A p \quad (47)\]

where

\[A = R + tg^T \quad (48)\]

\[\begin{bmatrix} a_1 & a_2 & a_3 \\ a_4 & a_5 & a_6 \\ a_7 & a_8 & a_9 \end{bmatrix} \quad (49)\]

Thus with four point correspondences, we have eight homogeneous linear equations in nine unknowns \([a_1, \ldots, a_9]\) from (50). It can be easily shown that if no three points out of the four are collinear, then this system of linear equations has rank 4. Therefore, we have a unique solution to \([a_1, \ldots, a_9]\) to within a scale factor. Once matrix \(A\) is determined to within a scale factor, \([R, w^T, g^T]\) can be determined, where \(w^T\) is an unknown positive scale factor [49]. It is shown in [49, 50] that there are in general only two solutions. It is also easy to see that additional coplanar points will not yield any more linearly independent equations in \([a_1, \ldots, a_9]\). Also, it is known that if we track four coplanar points over three views, then the solution is unique [51]. In practical situations, where the point correspondences may be known only approximately, a least squares algorithm as described in [52] may be used, where a procedure for computing the error estimates is also given.

B. 2D-to-2D Line Correspondences

Consider the geometry of Fig. 5, where \(L_i\) is the 3D line on a rigid object at time \(t_i\) and \(L_i\) is its perspective projection on the image plane. As a result of object motion, this 3D line \(L_i\) becomes line \(L'_i\) in three dimensions at time \(t_i\) and its corresponding projection on the image plane becomes \(L'_i\). Our problem then is as follows: given \([L_i, L'_i]_{i=1,\ldots,N}\), the corresponding lines on the image plane, determine the rotation \(R\), translation \(t_i/t_i\), and the 3D line positions to within a scale factor, e.g., \([|t_i|]\).

We shall see presently that the number of solutions is infinite no matter how large \(N\) is. One way to make solutions unique (or finite in number) is to take three views, i.e., take the projection at another time \(t_c\). Thus let \(t'_c\) and \(L'_c\) be the corresponding lines at \(t_c\). Assume that the motion from \(t_a\) to \(t_b\) and \(t_b\) to \(t_c\) is represented by \([R_{ab}, t_{ab}]\) and \([R_{bc}, t_{bc}]\), respectively. Our problem

---

**Fig. 5.** Imaging geometry for 2D line correspondences. Line \(L\) which projects to line \(L'\) at time \(t_a\), moves to line \(L''\) at time \(t_b\) and projects to line \(L''\).

From (1) and (47)

\[X' = a_1 X + a_2 Y + a_3 \]
\[Y' = a_4 X + a_5 Y + a_6 \]
\[= a_7 X + a_8 Y + a_9 \quad (50)\]

Thus with four point correspondences, we have eight homogeneous linear equations in nine unknowns \([a_1, \ldots, a_9]\) from (50). It can be easily shown that if no three points out of the four are collinear, then this system of linear equations has rank 4. Therefore, we have a unique solution to \([a_1, \ldots, a_9]\) to within a scale factor. Once matrix \(A\) is determined to within a scale factor, \([R, w^T, g^T]\) can be determined, where \(w^T\) is an unknown positive scale factor [49]. It is shown in [49, 50] that there are in general only two solutions. It is also easy to see that additional coplanar points will not yield any more linearly independent equations in \([a_1, \ldots, a_9]\). Also, it is known that if we track four coplanar points over three views, then the solution is unique [51]. In practical situations, where the point correspondences may be known only approximately, a least squares algorithm as described in [52] may be used, where a procedure for computing the error estimates is also given.
is then modified to: given three corresponding 2D views \( \{L_i, L'_i, L''_i\}_{i=1,\ldots,N} \) of lines, determine motion parameters \( \{R_{ab}, R_{bc}, R_{cb}, s_{ab}, s_{bc}\} \) and the 3D positions at \( t_a \) of the lines \( l_i \), where the \( \kappa \) is a scale factor. As before, we assume that no point correspondences on the lines are known.

1) Structure-First Algorithm [53]: Let us consider the two-view case first. At each time instant \( t_a \) and \( t_b \), given the projected line \( L \), the 3D line \( L \) is restricted to lie in the plane containing the origin \( O \) and line \( L \). Two additional parameters are needed to fix \( L \). Thus there are four "structure" parameter unknowns (two at two-view case first. At each time instant two equations representing the rigidity constraints which imply that the angle and the distance between the two lines remains constant from time \( t_a \) to \( t_b \). Any additional line adds four more unknowns and four more rigidity equations (representing the angle and distance constraints between the new line and two of the old lines). Thus no matter how many line correspondences we have, the number of equations is always smaller (by 2) than the number of unknowns. One would expect then that the number of solutions is infinite.

Now consider the three-view case \( (t_a, t_b, t_c) \). Given \( N \) line correspondences over three views, the number of "structure" unknowns is 6N. The number of equations is \( 2 \times 2 + (N - 2) \times 8 = 8N - 12 \). The number of equations is larger than or equal to the number of unknowns when \( N \geq 6 \). Thus at least six line correspondences over three views are needed to get a finite number of solutions to the motion/structure parameters. Heuristically, seven or more line correspondences over three views probably make the solution unique (to within a scale factor for the translation and structure parameters), although no proof is yet available.

2) A Motion-First Algorithm [54], [55]: Consider the geometry of Fig. 6, where 3D lines \( l, l', \) and \( l'' \) (at times \( t_a, t_b, t_c \), and \( t_c \), respectively) are projected on the image plane to get 2D lines \( \hat{l}, \hat{l}', \) and \( \hat{l}'' \). Let \( M, M', \) and \( M'' \) be the planes containing origin \( O \) and lines \( l, l', \) and \( l'' \), respectively. If the lines \( L, L', \) and \( L'' \) are represented by

\[
\begin{align*}
L & : AX + BY + C = 0 \\
L' & : A'X + B'Y + C' = 0 \\
L'' & : A''X + B''Y + C'' = 0
\end{align*}
\]

then the normals to planes \( M, M', \) and \( M'' \) are given by \( N^T = (A, B, C), N'^T = (A', B', C'), \) and \( N''^T = (A'', B'', C'') \), respectively. Obviously, \( N, N', \) and \( N'' \) are perpendicular to \( l, l', \) and \( l'' \), respectively. If we rotate \( M \) (together with \( l \)) by \( R_{ab} \) and rotate \( M'' \) (together with \( l'' \)) by \( R_{bc}^{-1} \), then \( R_{ab}N, N', \) and \( R_{bc}^{-1}N'' \) will be parallel to each other, which implies that \( R_{ab}N \times N' \) and \( R_{bc}^{-1}N'' \) are coplanar, i.e.,

\[
(R_{ab}N) \cdot N' \times (R_{bc}^{-1}N'') = 0.
\]

This is a nonlinear (transcendental) equation in the six rotation unknowns (e.g., the Euler angles). With six line correspondences over three views, we can solve the resulting six equations (52) iteratively to find the rotations.

It can be shown [55] that the translations satisfy

\[
t_{ab} \cdot (R_{ab}N) = \frac{||N' \times R_{ab}N||}{||N' \times R_{bc}^{-1}N''||} R_{bc}^{-1}t_{bc} \cdot (R_{bc}^{-1}N'')
\]

which is a linear homogeneous equation in the six translation components (after the rotations have been found). Thus the translations can be determined to within a scale factor from five line correspondences over three views.

We note that the problem of finding the rotations can be formulated as a solution of polynomials in several variables. Equation (52) is quadratic (and homogeneous) in the 18 unknowns which are the elements of \( R_{ab} \) and \( R_{bc}^{-1} \). With six line correspondences over three views, we have six equations similar to (52) plus the 12 constraint equations on the elements of the rotation matrices. Thus we have a total of 18 quadratic equations in 18 unknowns. This admits a maximum of \( 2^{18} \) solutions, by Bezout's Theorem. However, only a few of these will be real, but this number is not yet known. An upper bound of 600 was established recently by Holt and Netravali [75].

Buchanan [56], [76] has established some results on the conditions under which the line case fails to get a unique solution. Specifically, he showed that the algorithm based on (52) will fail to get a unique solution if the lines lie on a line complex, and that any algorithm will fail if the lines lie on a line congruence. The rather abstract results of Buchanan have been given some nice geometrical interpretation by Navab et al. [77].

3) A Linear Algorithm [57], [58]: For convenience, we shall try to determine \( (R_{ab}, t_{ab}) \) and \( (R_{bc}, t_{bc}) \), the latter being the motion from \( t_a \) to \( t_c \). We use \( R^{(i)}_i \) to denote the \( i \)-th column of \( R \). Let

\[
F_i \triangleq t_{ac}(R^{(i)}_{ab})^T - (R^{(i)}_{ac})^T t_{bc}, \quad i = 1, 2, 3.
\]

Then it can be shown that

\[
\begin{align*}
AN'' \cdot F_2N' - BN'' \cdot F_1N' &= 0 \\
BN'' \cdot F_3N' - CN'' \cdot F_2N' &= 0 \\
CN'' \cdot F_1N' - AN'' \cdot F_3N' &= 0
\end{align*}
\]

Fig. 6. Line correspondences for the three-view system.
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where \( A, B, C \) are as defined in (51). The three equations in (55) are linear and homogeneous in the \( 3 \times 9 = 27 \) elements of \( F_i; i = 1, 2, 3 \). However, only two of the equations are linearly independent. Thus we need 13 line correspondences over three views to get 26 equations (55) to determine the elements of \( F_1 \) to within a scale factor. After \( F_1 \) has been found (to within a scale factor), the motion parameters can be obtained via (54) as described in [59].

It is shown in [59] that the linear algorithm gives a unique solution except in certain degenerate cases. However, a geometrical interpretation of the degenerate cases is not available. In practical situations, due to noisy data, robust numerical algorithms are required. The polynomial approach leads to the problem of finding least squares solutions to a set of quadratic equations subject to quadratic equality constraints. Sufficient numerical experience with such problems is not yet available. Linear algorithms can be made robust more easily as shown in [59].

C. 2D-to-2D Point Correspondences:
Orthographic Projections

If a point \( p(= (x,y,z)) \) in 3D space is projected orthographically to a point \( P(= (x,y)) \) on the image plane, then

\[
X = x \quad \text{and} \quad Y = y.
\]

The problem then is as follows: given corresponding points \( \{P_i, P'_i\}_{i=1,\ldots,N} \), determine rotation \( R \), translation \( t \), and depth \( z_i \). A little reflection indicates that \( t_3 \) is irrecoverable and the \( z_i \)’s can be recovered at best to within an additive constant.

We can decompose the motion into a rotation \( R \) around one of the points (say \( p_1 \)) and translation \( t = p'_1 - p_1 \). Then the \( x \)- and \( y \)-components of \( t \) can be found simply from \( p'_1 - p_1 \). Thus without loss of generality, we can fix \( p_1 \) and \( p'_1 \) at the origin and the problem is then reduced to finding \( R \) and \( \{z_i\}_{i=2,\ldots,N} \). Therefore, our modified problem is as follows: given correspondences \( \{P_i, P'_i\}_{i=2,\ldots,N} \) and assuming \( P'_1 = P_0 = (0,0,0) \), determine \( R \) and \( \{z_i\}_{i=2,\ldots,N} \).

1) Two-View Case [60]: Since \( p'_i = Rp_i; i = 2,\ldots,N \) and from (56), we have

\[
X'_i = r_{11}X_i + r_{12}Y_i + r_{13}z_i \\
Y'_i = r_{21}X_i + r_{22}Y_i + r_{23}z_i.
\]

Eliminating \( z_i \) and using properties of \( R \), we get

\[
r_{23}X'_i - r_{13}Y'_i + r_{32}X_i - r_{31}Y_i = 0 \tag{58}
\]

which is linear and homogeneous in the four unknowns: \( r_{23}, r_{13}, r_{32}, r_{31} \). With four point correspondences, we have three equations (58). Assuming the four points are non-coplanar, it can be shown that the coefficient matrix has rank 3. Thus we can determine \( (r_{13}, r_{23}, r_{31}, r_{32}) \) uniquely to within a scale factor. Note that any additional point correspondences will only give redundant (58).

By changing the scale factor, we can get an uncountably infinite number of solutions to \( (r_{13}, r_{23}, r_{31}, r_{32}) \) which satisfy

\[
r_{13}^2 + r_{23}^2 = r_{31}^2 + r_{32}^2 < 1 \tag{59}
\]

and for each of these solutions we can construct a rotation matrix \( R \). Thus our conclusion is that with two orthographic views, there are an uncountably infinite number of solutions to motion/structure, no matter how many point correspondences are given.

2) Three-View Case: Ullman [61] showed that four point correspondences over three orthographic views yield a unique solution to motion/structure (up to a reflection). He also provided a nonlinear algorithm for finding the solution. More recently, Lee [62] and Huang and Lee [60] have found a number of linear algorithms. The basic idea of the linear algorithm in [60] is the following: Let

\[
P' = Rp \tag{60}
\]

and

\[
P'' = Wp
\]

where

\[
W = SR.
\]

Then, taking two views at a time and using the method of Section V-C1, we can find \( (r_{13}, r_{23}, r_{31}, r_{32}), (s_{13}, s_{23}, s_{31}, s_{32}), \) and \( (w_{13}, w_{23}, w_{31}, w_{32}) \) to within scale factors. Then these three scale factors are determined from the constraint equation (61). In [60], [63], it is also shown that three point correspondences over three orthographic views yield four solutions to the structure and 16 solutions to the motion parameters (including reflections).

3) Relationship to Perspective Projections:

i) As mentioned in Section III, in determining motion/structure from stereo image sequences (perspective projection model), the ranges of the points (obtained from triangulation) can be very inaccurate. Thus it may be a good idea to disregard \( z \)’s (at least initially), and use orthographic-view techniques [14].

ii) In Section V-A we have seen that with five or more point correspondences over two perspective views, motion/structure can be determined. On the other hand, we have shown in the previous section that motion/structure cannot be determined no matter how many point correspondences we have over two orthographic views. Since orthographic projection is a reasonable approximation to perspective projection when the object is relatively far away from the camera, we conclude that when the object is relatively far away from the camera, the motion/structure from point correspondences over two perspective views must be ill-conditioned.
D. 2D-to-2D Correspondences: Other Features

1) Combined use of Points and Lines [65]: When both point and line correspondences are given over two views, the method of using rigidity constraints described in Sections V-A and V-B can be readily extended. The additional rigidity constraints between points and lines can, for example, be written in terms of the invariance of the distance from a point to a line.

It appears that adding line correspondences to point correspondences will not help (in the absence of noise), since each line brings in four additional unknowns and four additional equations. That each line yields four additional equations can be seen as follows. On the rigid configuration of $N$ points ($N \geq 3$), we can establish a 3D coordinate system. To specify a 3D line in this coordinate system, we need four parameters.

In the presence of noise, least squares techniques are typically used. Then, the addition of line correspondences may help in getting more accurate estimates of motion/structure.

2) Using Corners and Curves: In [66], orthogonal corners are used as features. Generally, one orthogonal corner and two point or line correspondences determine motion/structure uniquely. Another feature used in [67], [68], [78] is conic arcs. The value of these variety of features is yet unknown both in terms of our ability to recognize them and then track them.

VI. FUTURE RESEARCH AND OPEN QUESTIONS

A. Noise Sensitivity

In all practical situations, the coordinates of features cannot be measured exactly. The errors in feature coordinates cause errors in motion/structure estimation. It is well known that the noise sensitivity problem can be especially severe in the 2D-to-2D feature correspondence case. However, good results can be obtained in many situations [35].

Ideally, one would like to have analytical results (both algorithm-dependent and algorithm-independent) on how noise sensitivity depends on feature configurations and motion characteristics. Unfortunately, no such results are available. Some heuristic and empirical results do exist [34], [35]. For example, it is reported that the estimates are very sensitive to data noise, if the object occupies a small part of the field of view, or if the z-component of the translation is small.

For linear algorithms, one can perform a numerical first-order error analysis along with the motion determination [35], [52]. Thus one obtains not only the motion/structure parameters but also estimates of the errors contained in them. Only if the error estimates are small, will one accept the motion/structure results. This approach becomes difficult, when the motion/structure determination algorithm is nonlinear.

B. Robust Algorithms

There are two general approaches to robustness: Least squares and RANSAC. In least squares, one tries to smooth out noise by using as much data as possible. However, in motion/structure determination, some of the feature correspondences may be incorrect. These “outliers” should be weeded out by, for example, using least squares with adaptive weights. RANSAC [20] takes the approach of using as few data as possible to obtain a good solution. To illustrate it, take the case of motion/structure estimation using 2D-to-2D point correspondences. Assume 20 point correspondences are given. In RANSAC, one would pick six point correspondences and determine the motion parameters. Then, these computed motion parameters will be checked against the remaining 14 point correspondences for consistency. If they are consistent with the majority, one would accept them. If not, one picks a different set of six point correspondences, and so on, until one gets a solution which is consistent with a majority of the 20 given point correspondences.

We have seen from the previous sections that problems of motion/structure determination lead to the solution of simultaneous equations. These equations can be transcendental (e.g., if rotation is represented by Euler angles) or polynomial (e.g., if rotation is represented by a quaternion). Even in the absence of noise, transcendental equations can be solved only by iterative methods. For polynomial equations (when the number of equations is equal to the number of unknowns), one has the option of using homotopy methods [28]. When the data are noisy (which is always the case in practice), we face the problem of nonlinear least squares. In principle, a polynomial nonlinear least squares problem can be reduced to the solution of a larger set (than the original set of polynomial equations) of polynomial equations which can be solved by homotopy methods. However, in reality, even in the simplest motion/structure estimation problems, the total degree of this new polynomial equation set will be too large to handle numerically. Thus the only option appears to be to solve the nonlinear least squares problem by iterative methods. A major difficulty is of course that unless one has a good initial guess at the solution, the iteration may lead to a local but not global minimum, or may not converge at all.

An alternative formulation of motion/structure determination problems leads to linear least squares with polynomial (usually quadratic) equality constraints (e.g., see the end of section V-A2d [47]). Another example is presented in (21) and (22) in Section IV-A2. Unfortunately, no particularly efficient algorithm for solving such problems is known.

As we have seen in the previous sections, in a number of cases, it is possible to formulate linear algorithms at the expense of a small number of additional feature correspondences. Then the least squares problems become linear. The computation is simpler, and above all one
does not have to worry about being trapped in local minima. However, it has been found empirically that linear algorithms are usually more sensitive to data noise than nonlinear algorithms.

On balance, perhaps the best approach is to first use a linear algorithm (assuming that a sufficient number of feature correspondences are given) to find a rough solution; and then to use a nonlinear formulation to refine the solution iteratively [46].

C. Multiplicity of Solutions and Degeneracy

In problems of motion/structure determination, it is of both theoretical and practical interest to know how the number of solutions depends on the number of feature correspondences. Let \( N \) be the number of feature correspondences, and \( m(N) \) be the number of solutions at a "generic" data set. Then, typically, for a particular problem, there is a number \( N_0 \) such that: For \( N < N_0 \), \( m(N) = \infty \) (uncountable). For \( N = N_0 \), \( m(N) = m_0 \), finite positive integer. For \( N > N_0 \), \( m(N) = 1 \). We have assumed that the problem arises from a real physical situation so that there is at least one real solution; we have also assumed that there is no noise in the data. The critical case \( N = N_0 \) is of particular interest, because: 1) In practice, it is not easy to obtain feature correspondences. Thus it is important to know the minimum number needed. 2) To use RANSAC-like techniques, one needs to know \( N_0 \).

Two important related questions are: a) Nonuniqueness-degeneracy: For \( N > N_0 \), what are the necessary and sufficient conditions (on the feature configurations and the motion characteristics) such that \( 1 < m(N) < \infty ? \) b) \( \infty \)-degeneracy: For \( N \geq N_0 \), what are the necessary and sufficient conditions such that \( m(N) = \infty ? \) These questions are closely related to noise sensitivity (Section VI-A). Specifically, for \( N > N_0 \), if the feature configuration and motion characteristics are close to be degenerate, then the estimation problem will most likely be ill-conditioned.

Unfortunately, answers to these important questions are far from complete. Our present knowledge is summarized in Table 1. In addition to the question marks in the table, it is also not known, for the 2D-to-3D and 2D-to-2D cases, under what conditions, \( m(N_0) = 1, 2, \ldots, m_0 \), respectively.

The mathematical tools appropriate for attacking these questions appear to be algebraic geometry [27], [42] and projective geometry [40], [69]. Numerically, homotopy methods seem to be the best for finding all solutions of a set of simultaneous polynomial equations [28], and "upper semicontinuity" arguments [63], [79] have the potential of proving general theorems by exhibiting numerical examples.

D. Long Sequences

In this paper, we have concentrated on motion/structure determination using only two (or sometimes three) time instants or frames. This is sufficient for some applications (e.g., passive navigation, pose determination, camera calibration), but not for others (e.g., motion prediction). For motion prediction and general understanding, it is necessary to work with longer image sequences. Furthermore, using longer image sequences is potentially a way of combating noise in the data.

The key issue in the analysis of long image sequences is motion modeling. For a given scenario, one needs a motion model containing a small number of parameters which can be assumed to remain constant during a short period of time. Significant work in this area has been reported in [70]-[73]. Here, we shall discuss only the work of Shariat [73].

Shariat used a "constant object motion" model, where the object is assumed to be translating with a constant velocity \( T \) and rotating with a constant \( R \) around an unknown object center \( C = (x_c, y_c, z_c) \). The parameters to determine are \( R, T \), and \( C \). He derived the following main results: 1) One point over five frames: seven second-order homogeneous polynomial equations in eight unknowns. 2) Two points over four frames: seven second-order homogeneous polynomial equations in eight unknowns. 3) Three points over three frames: eight second-order homogeneous polynomial equations in nine unknowns. Two important open questions are: i) Multiplicity of solutions and degeneracy conditions? ii) Effective linear algorithms?

VII. SUMMARY AND CONCLUSION

We have presented a review of techniques for determining motion and structure of rigid bodies, by knowing the locations of their corresponding features at different times.

---

**Table 1 Solution Multiplicity and Degeneracy Conditions**

<table>
<thead>
<tr>
<th>( N_0 )</th>
<th>( m(N_0) )</th>
<th>Conditions for ( \infty )-degeneracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D to 3D PC</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>3D to 3D LC</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>2D to 3D PC</td>
<td>3</td>
<td>( \leq 4 ) [20]</td>
</tr>
<tr>
<td>2D to 3D LC</td>
<td>3</td>
<td>( \leq 8 ) [24]</td>
</tr>
<tr>
<td>2D to 2D PC</td>
<td>5</td>
<td>( \leq 10 ) [40],[42]</td>
</tr>
<tr>
<td>2D to 2D LC</td>
<td>6</td>
<td>?</td>
</tr>
</tbody>
</table>

Note: References are in square brackets.
or when they are projected on two different cameras. Three major categories of problems were considered: a) 3D features are known at two different times; b) features in 3D space and their projections on the camera plane are known; c) projections of 3D features on the camera plane are known at two different times. Features may consist of points, straight lines, curved lines, corners, etc. In each case, we reviewed a variety of formulations, efficient algorithms for solution, existence and uniqueness of solutions, and sensitivity of solutions to noise in the data. We showed that, even though problems and their formulation may be very different, for each of the above cases, the underlying mathematics has much in common. It requires solution of simultaneous, transcendental, polynomial, or linear equations in multiple variables which represent the structure, and motion of the object. Thus, the problems are inherently non-linear and therefore appropriate formulation is extremely important to avoid difficulties in either numerical computation of the solution or determination of nonuniqueness and multiplicity of solutions. A variety of theoretical (e.g., algebraic and projective geometry) and numerical (e.g., homotopy) techniques are being applied to these problems with varying degrees of success. Despite over two decades of work in modern time and half century of work around 1900 (by photogrammetrists) problems are far from being completely solved. Section VI contains a partial list of some of the open questions. Techniques reviewed in this paper have found a number of applications. Some of these are: a) positioning and navigating objects in a 3D world; b) Determining location and orientation of a camera by observing 3D features in its view; c) Estimating motion and structure of moving objects relative to a camera; and there are many more. We believe that the new mathematical tools will allow us to make steady progress in the future towards the resolution of many of the outstanding questions and this technology will get applied in a wide variety of situations.
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