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Abstract—We present a formulation for recursive recovery of motion, pointwise structure, and focal length from feature correspondences tracked through an image sequence. In addition to adding focal length to the state vector, several representational improvements are made over earlier structure from motion formulations, yielding a stable and accurate estimation framework which applies uniformly to both true perspective and orthographic projection. Results on synthetic and real imagery illustrate the performance of the estimator.
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I. INTRODUCTION

COVERING scene structure and camera motion from image sequences of rigid motion has been an important topic in computer vision and has been approached in many ways. Researchers have tended to treat either the orthographic or true perspective case and have used either image flow or feature correspondences as measurement input. Starting from traditional mathematical formulations of the problem, much existing work has focused on developing reliable computational frameworks. These have generally either required prior knowledge of the camera, or do not attempt to recover metric geometry. In this paper, we shall refer to this entire class of motion-based estimation research as the structure from motion (SfM) problem. It should be clarified, however, that SfM usually means recovery of motion and structure, and, in our case, focal length as well.

The work described here returns to the fundamentals of the SfM problem. We demonstrate how reconsideration of traditional data representations leads to significant improvements in stability and accuracy performance. Although we use the extended Kalman filter (EKF) as the computational framework and point feature correspondences as measurements, most of the issues we discuss here concern parameterization of the basic geometrical concepts and are therefore equally pertinent to solving the problem using other computational methods and other types of measurements.

In addition to these representational issues, which we have shown to yield considerably improved results [4], two significant new capabilities have arisen from this work.

First, we have found that focal length estimation, simultaneous with structure and motion estimation, is not only theoretically possible, but can be achieved reliably and to high accuracy. The important practical implication is the ability to process motion sequences without prior knowledge of the camera.

Secondly, as a part of our examination of data representation, we have discovered that an alternate mathematical representation of the perspective camera model has several functional and numerical advantages, including that it allows the orthographic projection case to be treated as simply a special case of perspective projection (with finite, estimable parameters).

A. Previous Work

Our work is closely related to a large body of previous research in structure and motion estimation. We discuss here some of the most relevant recent research.

All feature-based motion estimation can be related to the classic relative orientation problem as analyzed by Horn in [14], [15]. It is a basic two-frame structure and motion recovery based on perspective projection and is usually solved by minimizing a nonlinear objective function. Ultimately, our work can be viewed as a relative orientation extended to sequences, done recursively, and including focal length estimation.

The computational framework we use for recursive estimation is the EKF, which has been the subject of much recent work on image sequences [1], [5], [6], [8], [11], [13], [20], [32], including the seminal work by Broida, Chandrashekhar, and Chellappa on structure and motion estimation [5]. As far as the basic computational procedure, our filter can be viewed as an extension of this work, including focal length estimation. However, the representational differences, described in the next section, especially the treatment of translation, structure, and scale, we believe contribute to improved stability and accuracy.

Partly in response to perceived unreliability of earlier EKF-based estimators, some authors identify the linearization at each time step in the EKF as a crucial part of performance problems and have proposed alternate optimal estimation techniques based on minimization of nonlinear objective functions on batches of images using the Levenberg-Marquardt procedure [18], [26], [31]. These are reported to have better convergence properties than the EKF. Spetsakis and Aloimonos [23] contributed yet another treatment, providing physically-based insight to solving the nonlinear constrained minimization. And Tomasi and Kanade [28] have demonstrated the effectiveness of a factorization method based on the singular value decomposition for orthographic sequences. More recently, an extension [22] to paraperspective projection has also...
been developed which is based on a better linear approximation to true perspective projection. Also, Szeliski and Kang [26, 27] have demonstrated structure and motion recovery with a calibrated camera and focal length recovery from known structure in a nonlinear batch process that can handle partial point tracks well and also can accept line segment measurements.

At the expense of more complex computational procedures and requiring batches of frames as input, these have been reported to be more stable and to converge faster. This tradeoff will always exist to some extent between batch and recursive methods; the proper choice of computational framework is application-dependent. Our results demonstrate that an improved representation makes the recursive approach much more competitive in stability with sophisticated batch computation.

An interesting avenue of future research would be to ascertain the relative effects of parameterization versus computational method on the stability and accuracy of estimation.

Back in the domain of recursive estimation, there have also been many new results based on the EKF since [5]. Most of these utilize some external assumptions about motion or structure or are based on stereo measurements. Most closely related to the general rigid motion problem that we are concerned with are works by Oliensis and Thomas [21] and Soatto et al., [24]. Both use a two-stage approach where each pair of frames is first analyzed using a classic two-frame estimate such as [15] or [19] and the result is filtered by an EKF. The argument is that since the measurement vector used in these EKFs are the same as the state vector, the EKF is then linear, completely observable, and should not suffer any effects of linearization that may have plagued original EKF formulations. The price that is paid is primarily complexity, including the requirement of having an external mechanism for maintaining scale. In this type of implementation, the EKF serves a different function than ours; it is essentially a smoothing filter for an external state estimator, whereas our filter, in the spirit of [5], actually performs the computation that inverts the (linearized) nonlinear measurement equation.

Above all, however, what separates our estimator from all these previous methods is that, since it is formulated to recover focal length, it does not require a calibrated camera to recover metric geometry. Furthermore, it is not specific to only perspective or orthographic projection. The implication is that camera output can be processed directly with no calibration procedure on the camera and that existing video, from an unknown camera, can also be processed directly.

Recent works on the recovery of non-metric structure invariants [10], [16], [23], share the same functional advantage of not requiring a calibrated camera and have aroused a great deal of interest as a result. These methods can do with even fewer assumptions about the camera, including not knowing principal point or image coordinate scaling, with the result that the representations computed are correspondingly weaker. The tradeoff, it can be argued [10], [23], is that the weaker representations can presumably be computed with greater stability and are sufficient descriptions for many computer vision applications. When metric structure is desired, however, our estimator appears to be unique in the published literature as to its capabilities.

We demonstrate our estimator on both real and synthetic sequences in Sections III and IV. The data for some of these experiments are available via anonymous ftp from whitechapel.media.mit.edu.

II. REPRESENTATIONAL ISSUES

In this section, we develop mathematical descriptions for the geometric data related to scene structure, camera motion, and camera geometry and discuss their importance to the estimation process. We also briefly present issues related to recursive estimation and our EKF implementation.

A. Camera Model

Equation (1) is a model for central projection, where \((X_c, Y_c, Z_c)\) is the 3D location of a point in the camera reference frame, \((u, v)\) is the image location, and \(\beta = 1/f\) is the inverse focal length:

\[
\begin{pmatrix}
 u \\
 v \\
 w
\end{pmatrix} = \begin{pmatrix}
 X_c \\
 Y_c \\
 Z_c
\end{pmatrix} \frac{1}{1 + Z_c \beta}
\]

Geometrically, this model is identical to the usual model,

\[
\begin{pmatrix}
 u \\
 v \\
 w
\end{pmatrix} = \begin{pmatrix}
 X_c \\
 Y_c \\
 Z_c
\end{pmatrix} \frac{f}{Z_c}
\]

with two representational changes. First, as illustrated in Fig. 1, the coordinate system origin is fixed at the image plane rather than at the center of projection (COP). Second, inverse focal length \(\beta\), rather than focal length \(f\), is the model parameter. Similar camera models have long been used for similar reasons in photogrammetry and have recently been used also by Szeliski and Kang [26], [27] in a nonlinear least squares formulation.

One important property of this model is that it decouples the representation of the camera from the representation of depth in a desirable way. With the usual model (2), if the "depth" \(Z_c\) of an object is fixed and the "focal length" parameter \(\beta\) is altered, the imaging geometry remains the same and only the scale of the image changes. The cone of perspective rays remains fixed while the focal plane translates along the optical
axis.) Conversely, note that there is no way to alter the imaging geometry (angles of rays) without also altering the representation of depth \(Z_c\). Thus the parameter \(Z_c\) really encodes both the camera imaging geometry and depth, while \(f\) is really only a scale factor from world units to pixels.

On the other hand, altering the inverse focal length \((\beta)\) in (1) alters the imaging geometry independent of the representation of object depth. This decoupling becomes important when focal length is being estimated in addition to structure.

More importantly, this model also has the property that it does not become numerically “ill-conditioned” as focal length becomes large. In fact, orthographic projection, which is only a theoretical mathematical limit with \((2)\) is represented perfectly well with finite parameters \((\beta > 0)\) using (1). Thus, all theoretical results that hold for general values of \(\beta\) apply uniformly to both perspective and orthographic projection, two cases which are traditionally treated quite differently in computer vision.

This camera geometry and associated mathematical model give us a parameterization

\[
\text{(camera)} = (\beta)
\]

which handles both orthographic and perspective projections. We demonstrate both cases in our experiments of Sections III and IV.

B. Structure Model

A “feature point” is defined in terms of its image location in the first frame in which it appears. Feature tracking (of some kind) results in measurements of image location of the feature in subsequent frames. It is assumed that feature tracking is noisy with zero-mean errors.

The 3D location of the point can be represented using (3) below. The first term represents the image location and the second term represents the perspective ray scaled by the unknown depth \(\alpha\):

\[
\begin{bmatrix}
X \\
Y \\
Z
\end{bmatrix}
=
\begin{bmatrix}
u \\
v + \alpha v \beta \\
0 + \alpha z \beta
\end{bmatrix}
\]

(3)

Pointwise structure, therefore, can be represented with one parameter per point.

This representation is consistent with early analyses such as [14], but inconsistent with representations used in much of the image sequence work, including [5], [21], [30], which use three parameters per point. It is critical for estimation stability, however, either to use this basic parameterization or to understand and properly handle the additional parameters. Here we describe the computational implications of our parameterization and in Section II.G we show how it relates to alternate parameterizations.

Before stability, first consider the basic requirements for a batch solution of \(F\) frames and \(N\) points. There are \(6(F - 1)\) motion parameters and \(3N\) structure parameters. Point measurements contribute \(2NF\) constraints and one arbitrary scale constraint must be applied. Hence, the problem can be solved uniquely when \(2NF + 1 > 6(F - 1) + 3N\). Thus all motion and structure parameters can in principle be recovered from any batch of images for which \(F \geq 2\) and \(N \geq 6\).

However, in a recursive solution, not all constraints are applied concurrently. At each step of computation, one frame of measurements constrains all of the structure parameters and one set of motion parameters, i.e., \(2N\) measurements constrain \(6 + 3N\) degrees of freedom at each frame. This is always an underdetermined computation having the undesirable property that the more features that are added, the more underdetermined it is. Unless one already has low prior uncertainty on the structure (effectively reducing the dimensionality of unknowns), one should expect unstable and unpredictable estimation behavior from such a formulation. Indeed, in [5], it was proposed that such filters only be used for “tracking” after a batch procedure is applied for initialization.

On the other hand, in our formulation, constraints \((1 + 2N)\) outnumber degrees of freedom \((6 + 1 + N)\) for motion, camera, and structure at every frame when \(N > 7\). The more measurements available the larger the gap. Our experiments verify that the overdeterminacy results in better stability, allowing for good convergence and tracking in most cases without the requirement of good prior information. In both types of formulation, once structure (and camera, in our case) has converged, each step is effectively overconstrained; the only issue is stability when structure (and camera) is grossly uncertain.

It is clear, then, that excess parameters are undesirable for stability, but how can both \(3N\)- and \(N\)-parameter representations describe the same structure? Section II.G relates the two and demonstrates that when measurement biases are exactly zero (or known) the \(3N\) space really only has \(N\) degrees of freedom. Even in the presence of bias, most uncertainty remains along these \(N\) DOFs, justifying the structure parameterization

\[
\text{(structure)} = (\alpha_1, \ldots, \alpha_6).
\]

We show experimentally in Section III that even relatively large biases do not have a strong adverse effect on accuracy using this more concise model.

C. Translation Model

The translational motion is represented as the 3D location of the object reference frame relative to the current camera reference frame using the vector

\[
\mathbf{t} = (t_x, t_y, t_z).
\]

The \(t_x\) and \(t_y\) components correspond to directions parallel to the image plane, while the \(t_z\) component corresponds to the depth of the object along the optical axis. As such, the sensitivity of image plane motion to \(t_x\) and \(t_y\) motion will be similar to each other, while the sensitivity to \(t_z\) motion will differ, to a level dependent upon the focal length of the imaging geometry.

For typical video camera focal lengths, even with “wide angle” lenses, there is already much less sensitivity to \(t_z\) motion than there is to \((t_x, t_y)\) motion. For longer focal lengths, the sensitivity decreases until, in the limiting orthographic case, there is zero image plane sensitivity to \(t_z\) motion.

For this reason, \(t_z\) cannot be represented explicitly in our
estimation process. Instead, the product \( t_2B \) is estimated. The coordinate frame transformation equation

\[
\begin{bmatrix}
X_c \\
Y_c \\
Z_c
\end{bmatrix} = \begin{bmatrix}
t_x \\
t_y \\
t_z
\end{bmatrix} + \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
X \\
Y \\
Z
\end{bmatrix}
\]

(4)

combined with (1) demonstrates that only \( t_2B \) is actually required to generate an equation for the image plane measurements \((u,v)\) as a function of the motion, structure, and camera parameters (rotation \( \mathbf{R} \) is discussed below).

Furthermore, the sensitivity of \( t_2B \) does not degenerate at long focal lengths as does \( t_2 \). For example, the sensitivities of the \( u \) image coordinate to both \( t_2 \) and \( t_2B \) are

\[
\frac{\partial u}{\partial t_z} = \frac{-X_2}{(1+Z_2\beta)^2} \quad \text{and} \quad \frac{\partial u}{\partial (t, \beta)} = \frac{-X_2}{(1+Z_2\beta)^2}
\]

demonstrating that \( t_2B \) remains observable from the measurements and is therefore estimable for long focal lengths, while \( t_2 \) is not (\( \beta \) approaches zero for long focal lengths).

Thus we parameterize translational motion with the vector

(translation) = \((t_x, t_y, t_z, t_2B)\).

True translation \( t \) can be recovered post-estimation simply by dividing out the focal parameter from \( t_2B \). This, of course, can only be done if \( \beta \) is non-zero (non-orthographic), which is desirable, because \( t_2 \) is not geometrically recoverable in the orthographic case. To see this mathematically, the error variance on \( t_2 \) will be the error variance on \( t_2B \) scaled by \( 1/\beta^2 \), which gets large for narrow fields of view.

D. Rotation Model

The 3D rotation is defined as the relative rotation between the object reference frame and the current camera reference frame. This is represented using a unit quaternion, from which the rotation matrix can be generated:

\[
\begin{bmatrix}
q_0^2 + q_1^2 - q_2^2 - q_3^2 \\
2(q_1q_2 - q_0q_3) \\
2(q_1q_3 + q_0q_2) \\
2(q_0q_3 - q_1q_2)
\end{bmatrix}
\begin{bmatrix}
2(q_1q_2 + q_0q_3) \\
q_0^2 + q_2^2 - q_1^2 - q_3^2 \\
2(q_2q_3 - q_0q_1) \\
2(q_0q_1 + q_2q_3)
\end{bmatrix}
\begin{bmatrix}
q_0^2 - q_1^2 - q_2^2 + q_3^2 \\
2(q_1q_3 - q_0q_2) \\
2(q_1q_2 + q_0q_3) \\
2(q_0q_3 + q_1q_2)
\end{bmatrix}
\]

(5)

The four elements of the unit quaternion only have three degrees of freedom due to the normality constraint. Thus, all four cannot be estimated independently; only a nonlinear constrained minimization will work to recover the quaternion directly. Since the EKF utilizes a linearization at each frame, the nonlinear normality constraint cannot be rigidly enforced within the EKF computational structure.

However, a three parameter incremental rotation representation, similar to that used in [6], can be used in the EKF to estimate interframe rotation at each frame. Incremental Euler angles centered about zero (or discrete-time "rotational velocity") do not overparameterize rotation and are approximately independent and therefore can be used reliably in a system linearization.

The incremental rotation quaternion is a function of these three parameters:

\[
\mathbf{q} = (\sqrt{1 - \epsilon}, \omega_x/2, \omega_y/2, \omega_z/2, \epsilon)
\]

(6)

\[
\epsilon = (\omega_x^2 + \omega_y^2 + \omega_z^2)/4
\]

(7)

This incremental rotation can be computed at each frame and then composed with an external rotation quaternion to maintain an estimate of global rotation. The global quaternion is then used in the linearization process at the next frame.

Thus, we have,

\[
\text{(interframe rotation)} = (\omega_x, \omega_y, \omega_z)
\]

\[
\text{(global rotation)} = (q_0, q_1, q_2, q_3)
\]

where interframe rotation is part of the EKF state vector and global rotation is maintained and used in the linearization at each step.

E. The Issue of Scale

It is well known that the shape and motion geometry in SfM problems such as this are subject to arbitrary scaling and that this scale factor cannot be recovered. (The imaging geometry \( \beta \) and the rotation are recoverable and not subject to this scaling.) In two-frame problems with no information about true lengths in the scene, scale factor is usually set by fixing the length of the "baseline" between the two cameras. This corresponds to the magnitude of the translational motion.

It is equally acceptable to fix any other single length associated with the motion or the structure. In many previous formulations, including [5], [21] some component of the translational motion is fixed at a finite value. This is not a good practice for two reasons. First, if the fixed component, e.g., the magnitude of translation is actually zero (or small), the estimation becomes numerically ill-conditioned. Second, every component of motion is generally dynamic, which means the scale changes at every frame! This is disastrous for stability and also requires some post-process to rectify the scale.

A better approach to setting the scale is to fix a static parameter. Since we are dealing with rigid objects, all of the shape parameters \( (a_i) \) are static. Thus, fixing any one of these establishes a uniform scale for all motion and structure parameters over the entire sequence. The result is a well-conditioned, stable representation. Setting scale is simple and elegant in the EKF; the initial variance on, say, \( a_0 \) is set to zero, which will fix that parameter at its initial value. All other parameters then automatically scale themselves to accommodate this constraint. This behavior can be observed in the experimental results.

F. The EKF Implementation

Using the representations discussed thus far, our composite state vector consists of \( 7 + N \) parameters—six for motion, one for camera geometry, and \( N \) for structure—where \( N \) is the number of features tracked:

\[
x = (t_x, t_y, t_2B, a_0, a_1, a_2, a_3, \ldots, a_N)
\]

(8)

The vector \( x \) is the state vector used in a standard EKF implementation, where the measurement vector contains the image locations of all the tracked features in a new frame. As de-
scribed in Section II.D, an additional quaternion is required for maintaining a description of the global rotation external to the EKF.

The dynamics model in the EKF can be chosen trivially as an identity transform plus noise, unless additional prior information on dynamics is available. The measurement equation is simply obtained by combining (1), (3), and (4). The RHS \((u, v)\) in (3) is the defining image location of the feature in its initial frame, and the LHS \((u, v)\) in (1) is the measurement.

The EKF implementation is straightforward and standard, with the only additional computation being the quaternion augmentation, it is interesting because it can be related to the large state vector used in [5], [21], and others, where each structure point is represented using three free parameters \((X, Y, Z)\).

If we add noise bias parameters \((b_u, b_v, \alpha)\), (3) can be written

\[
\begin{align*}
X' &= (1 + \alpha \beta)(u + b_u) \\
y' &= (1 + \alpha \beta)(v + b_v) \\
z' &= \alpha
\end{align*}
\]

This relation is invertible, i.e.,

\[
\begin{align*}
\alpha &= \frac{Z}{1 + Z\beta} \\
b_u &= \frac{X}{1 + Z\beta} - u \\
b_v &= \frac{Y}{1 + Z\beta} - v
\end{align*}
\]

so the two representations are analytically equivalent.

However, geometrically the \((\alpha, b_u, b_v)\) parameterization is more elucidating than the \((X, Y, Z)\) parameterization because it parameterizes structure along axes physically relevant to the measurement process. Thus, it allows us to more effectively tune the filter, ultimately reducing the dimensionality of the state space quite significantly.

It is clear that, in general, uncertainty in \(\alpha\) trivializes uncertainty in the direction of the biases. By using initial error variance on \(\alpha\) that is high in comparison to the error variances on \((b_u, b_v)\), the state space is essentially reduced because the system responds more stiffly in the direction of the biases, favoring instead to correct the depths. In the limit (zero-mean-error tracking) the biases can be removed completely, resulting in the strictly lower dimensional formulation that we use in this paper.

Our experimental results (see Experiment 3) demonstrate that bias is indeed a second-order effect and is justifiably ignored in most cases. By describing the structure using the more geometrically relevant \((\alpha, b_u, b_v)\) parameters, we have posed the problem in a way that allows us to effectively reduce the dimensionality of the unknowns under conditions of low bias by simply removing unimportant parameters from the state vector.

III. SYNTHETIC EXPERIMENTS

In this section we present four experiments showing typical performance of the filter on synthetic data under various circumstances and we present Monte Carlo results of several different motions under various fields of view and noise levels.

- Experiment 1: Increasing Noise Level
- Experiment 2: Orthographic Case
- Experiment 3: Increasing Noise Bias
- Experiment 4: Degenerate Rotational Motion
- Experiment 5: Monte Carlo Results
Experiment 1: Increasing Noise Level

Translation $(t_x, t_y, t_z)$
Rotation $(q_0, q_1, q_2, q_3)$
Structure $(a_1, \ldots, a_{26})$
Camera $(\beta)$

(a) Estimated parameters, no added noise.
(b) Estimated parameters, added noise uniform over ±6 pixels (7.5% of object size)
(c) Actual motion parameters.
(d) Statistics for several noise levels.

Fig. 2. Experiment 1, Synthetic data with random noise added. Increasing measurement noise results in increasing estimation error on dynamic variables (motion) and slower convergence rate of static variables (structure, camera). Focal length is 1.0 (53 field of view), pixels are based on the image being (512, 512). Initial mean structure error, $A_s = 0.457$, initial camera error $A_\beta = 5$.

A. Experiment 1: Noise Level

The first experiment illustrates typical performance of the filter under "normal" circumstances. The camera is a perspective projection with focal length 1.0 (53 field of view), there is no measurement bias, and neither the structure of the object nor the camera are known at the outset. The true structure consists of 26 points on a spherical surface. Fig. 2 illustrates motion tracking and recovery of structure and focal length over 100 frames for two noise levels. The accompanying table gives error statistics and convergence rates for these and three other noise levels. In the translation plot, the solid line is $t_0$, the dashed line is $t_2$. In the rotation plot, the solid line is $q_0$, the dashed line is $q_2$.

The initial condition on the structure is essentially that all points are in a plane parallel to the image. The initial condition on the camera is $\beta = 0.5$ (28 field of view), representing a typical video focal length. The initial motion is, of course, known to be zero. Similar initial conditions are used throughout the synthetic and real experiments.

(We occasionally experience depth reversal of the structure and motion when focal lengths are long and all points are initialized to a plane. To avoid depth reversals, a mild convexity bias can be introduced by starting one central point slightly closer to the camera and one peripheral point slightly farther. For consistency, our synthetic experiments share this additional initial bias, although most of them do not require it. For our real imagery experiments, this bias was unnecessary.)

Zero-mean uniformly-distributed noise over the interval $[-n, n]$ is added to each coordinate of each measurement, where $n = 0, 2, 4, 6,$ and 12 pixels, based on an image size of (512, 512). Since the object is less than one third the size of the image, these noise intervals correspond to roughly 2.5%, 5%, 7.5%, and 15% of the size of the object.

The graphs and statistics illustrate that the estimator performs stably and accurately, even at extreme levels of noise. Each graph plots state variables as the ordinate versus frame number as the abscissa. The table demonstrates quantitatively the gradual degradation in performance with increased noise. For the motion estimates, $(m_x, o_x)$ are the mean and RMS errors for translation and, likewise, $(m_y, o_y)$ are mean and RMS errorcone angular errors for the rotation (in radians).

For structure and camera estimates, a rate of convergence is computed by fitting a decaying exponential function to the absolute error. Thus, for each trial the mean structure error is closely described by $A_s \exp(-r_t)$ and the camera parameter error by $A_\beta \exp(-r_t)$, where $t$ is the frame number. Thus, for example, at the fortieth frame in Experiment 1, the mean structure error is approximately 0.68 (34% of mean depth) for the zero-noise case and 1.07 (54% of mean depth) for the 6-pixel noise case.

B. Experiment 2: Orthographic

The same experiment is run here, except under orthography, to demonstrate that the estimator behaves effectively in this
**Experiment 2: Orthographic**

(a) Estimated parameters, no added noise.

(b) Estimated parameters, added noise uniform over ±6 pixels (7.5% of object size).

(c) Actual motion parameters.

(d) Statistics for several noise levels.

Fig. 3. Experiment 2, Synthetic data with random noise added. As in the perspective projection case, increasing measurement noise results in increasing estimation error on dynamic variables (motion) and slower convergence rate of static variables (structure, camera). Focal length is 1.0 (∞, parallel), pixels are based on the image being (512, 512). Initial mean structure error, $\mathcal{A}_s = 0.1908$, initial camera error $\mathcal{A}_c = 0.5$.

**Experiment 3: Biased Measurements**

(a) Estimated parameters, biases uniform over ±2 pixels (2.5% of object size), noise level ±4 pixels (5% of object size).

(b) Estimated parameters, biases uniform over ±8 pixels (10.0% of object size), noise level ±4 pixels (5% of object size).

(c) Actual motion parameters.

(d) Statistics for several bias levels.

Fig. 4. Experiment 3, Synthetic data with random biases and noise added. Even large biases have only a moderate effect on accuracy. Focal length is 1.0 (53 field of view), noise level ±4 pixels (5% of object size), pixels are based on the image being (512, 512). Initial mean structure error, $\mathcal{A}_s = 0.4577$, initial camera error $\mathcal{A}_c = 0.5$. 
Experiment 4: Degenerate Case – Rotation about COP

(a) Estimated Trajectory, no added noise.

(b) Estimated Trajectory, added noise uniform over ±6 pixels (7.5% of object size).

(c) Actual motion parameters.

(d) Statistics for several noise levels.

Fig. 5. Experiment 4. Synthetic data with random noise added. The degenerate case of rotation around the COP yields no information about structure. These data confirm that the "pure rotational" motion and the focal length can be recovered, while the structure and absolute translation cannot be recovered. The estimator remains well conditioned due to the formulation. Focal length is 5 (90° field of view), pixels are based on the image being (512, 512). Initial mean structure error, \( A_t = 0.4577 \), initial camera error \( A_c = 1.0 \).

Experiment 5: Monte Carlo Results – Rotational Motion

(a) Rotation, accuracy vs. field of view. The abscissa is field of view of the actual camera, ranging from 0° (orthographic) to 90°.

(b) Rotation, accuracy vs. noise level. The abscissa is the range in pixels of the added uniform noise, ranging from zero to 5 pixels.

Fig. 6. Experiment 5, Rotation motion. Accuracy versus field of view and noise level.
Experiment 5: Monte Carlo Results – Parallel Motion

(a) Parallel, accuracy vs. field of view. The abscissa is field of view of the actual camera, ranging from 0° (orthographic) to 90°.

(b) Parallel, accuracy vs. noise level. The abscissa is the range in pixels of the added uniform noise, ranging from zero to 5 pixels.

Fig. 7. Experiment 5, Parallel motion. Accuracy versus field of view and noise level.

Experiment 5: Monte Carlo Results – Axial Motion

(a) Axial, accuracy vs. field of view. The abscissa is field of view of the actual camera, ranging from 0° (orthographic) to 90°.

(b) Axial, accuracy vs. noise level. The abscissa is the range in pixels of the added uniform noise, ranging from zero to 5 pixels.

Fig. 8. Experiment 5, Axial motion. Accuracy versus field of view and noise level.

case as well. Results are shown in Fig. 3. Again, the dashed line on the translation plot is \( t_x \beta \); it is zero because \( \beta \) is zero—\( t_x \) is the same as in Experiment 1, but cannot be recovered here because of orthography, as discussed earlier.

C. Experiment 3: Bias

In Section II.G it was pointed out that the difference between our structure model and earlier structure models can be equated to whether or not biased measurements are allowed. Our formulation proposes that the assumption of zero-bias is as good or better for feature-tracking systems as any other. But we would still like to see how biases would affect the estimation process when they do exist.

A noise level of four pixels (5% of object size) is used, with random biases added to each set of measurements. The biases are chosen from a uniform distribution over the interval \([-n, n]\),
where we choose n to be 0, 2, 4, 8, and 12 pixels. Results are shown in Fig. 4.

It is clear that the estimation remains effective even in the presence of large biases and noise, justifying our theoretical claims that the excess parameters are much less important and can usually be ignored.

**D. Experiment 4: Rotation about the COP ("Pure Rotation")**

In a general perspective projection, all optical rays pass through the center of projection (COP). Since traditional camera models have their origin at the COP, a rotation about the COP is often referred to as a "pure rotation". (Our camera model does not have its origin at the COP, so the term is somewhat of a misnomer here. Rotation about the COP will have a translation component, but geometrically the same degeneracy exists.)

Theoretically, in a rotational motion around the COP, the structure cannot be recovered at all, yet the focal length and the motion parameters corresponding to the rotation about the COP can be recovered. Fig. 5 confirms that our estimator in fact recovers what is estimable and fails to recover the structure and the translational component that depends on structure.

**E. Experiment 5: Other motions, Monte Carlo results**

The rotational motion used in the first three experiments provides a large amount of triangulation on each feature so we should expect good estimability when the solution is formulated well. For comparison, we present here the results Monte Carlo experiments run on over one thousand trials of several different motions using various fields of view and noise levels. For each trial, an arbitrary structure consisting of 20 points randomly chosen in a cubical area is used. Each trial is run over 100 frames.

Three types of motion were analyzed: rotational motion, as in the previous synthetic experiments, a translation parallel to the image plane, and a translation along the optical axis. We refer to these motions as the Rotational, Parallel, and Axial motions.

For each motion, field of view was varied from 0 (orthographic) to 90 holding the noise level constant at one pixel (in a 512 image). Next, the noise level was increased from zero to 10 pixels holding the field of view at 53.

Figs. 6 through 8 show the experimental Monte Carlo error results of motion, structure, and focal length estimation for each of the three types of motion. For each type of motion, error statistics are presented for various fields of view and various levels of added noise. Each bar on a graph represents mean error over 15 trials at that focal length and noise level, with a different, randomly-chosen structure used in each trial.

Structure errors are reported as percent of mean depth, where the errors are averaged over all points over all trials at each focal length and noise level. Camera errors are plotted as errors in the inverse focal length, $\beta$, but are quantified in terms of field of view error; the isolines on the graph represent constant field of view, which goes as $2\arctan(\beta/2)$. Translation errors are reported in terms of percent of the mean depth of the points. Rotation errors are reported as radians error from the true rotation.

Fig. 6(a) shows results for fields of view ranging from 10 to 60 and Fig. 6(b) shows results for noise levels up to five pixels, for the Rotational motion. Structure error is less than 1% of mean depth, translational motion errors are less than 1%, rotation errors within a .5 error cone, and field of view errors also within a .5 error cone.

For the Parallel motion, Figs. 7(a) and 7(b) show that structure errors are somewhat larger (as expected), in the 2% - 7% range, translation errors are in the 2% - 6% range, rotations remain in a .5 error cone, and the camera error bound increases to about 2.5.

Finally, for the Axial motion, Figs. 8(a) and 8(b) show that structure errors are 1% – 4%, translation is around 2%, rotation errors are around .2, and camera error is in the 2 – 5 range.

Qualitatively we can observe from the controlled experiments that rotation estimation is relatively unaffected by the type of motion whereas structure, camera, and translation are poorer for the parallel and axial motions. This is expected, since these motions do not provide as much difference in viewing angle to each of the points.

In response to increasing field of view, we find that rotation estimation is only slightly worse for wide angles than it is for orthographic projection. This is because in orthographic projection, rotation cannot be confused with translations; only rotations alter the relative positions of the points in the image. With wider fields of view, the potential for confusion under conditions of noise increases. Structure estimation improves with wider angles because the total change in viewpoint is greater for all motions. The camera estimate errors become numerically larger in beta, but as seen by comparing to the field of view isolines, the field of view error does not change dramatically. Since translation errors are tied to the beta parameter, they tend to go as the numerical beta error. The translational errors reflect primarily $t_y$-error (along the optical axis).

In response to increasing noise, rotational estimation degrades smoothly in an expected way. Camera, structure, and translation appear to degrade more slightly with noise. Structure and translation are much more affected by the camera error, which in turn is much more affected by type of motion than by noise.

**IV. EXPERIMENTS ON REAL IMAGERY**

In this section, we present results from applying our estimation formulation to three sequences of real imagery.

- Experiment 6: Egomotion - Models from Video
- Experiment 7: Object Tracking - Head
- Experiment 8: Object Tracking - BOX

**A. Experiment 6: Egomotion, Models from Video**

In this example, a texture-mapped model of a building is extracted from a 20-second video clip of a walk-around outside a building (the Media Laboratory, MIT). Fig. 9(a) shows two frames of the original digitized video with feature points overlaid.
Experiment 6: Models from Video

Frame 10
Frame 60
(a)
(b)
(c)
(d)

Fig. 9. Experiment 6, recovering models from video. (a) The features are tracked in the video sequence using normalized correlation. (b) 3D polygons are obtained by segmenting a 2D image and back-projecting the vertices onto a 3D plane. The plane for each polygon is computed from the recovered 3D points corresponding to image features in the 2D polygon. (c) Texture maps are obtained by projecting the video onto the 3D polygons. The estimated motion and camera parameters are used to warp and combine the video from 25 separate frames to create the texture map for each polygon. (d) Alternate views of the recovered model.

Twenty-one features on the building were tracked and used as measurement input to the EKF described in Section II. The resulting estimates of camera geometry, camera motion, and pointwise structure are shown in Fig. 11. The EKF is iterated once to remove the initial transient. Recovered 3D points were used to estimate the planar surfaces of the walls. The vertices were selected in an image by hand and back projected onto the planes to form 3D polygons, depicted in wireframe in Fig. 9(b). These polygons, along with the recovered motion and focal length were used to warp and combine video from 25 separate frames to synthesize texture maps for each wall using a procedure developed by Galyean [3]. In Fig. 9(c) and (d), the texture-mapped model is rendered along the original trajectory and at some novel viewing positions.

Experiment 7: Head Tracking

Frame 1
Frame 109

(a) Video

(b) Vision versus Polhemus Estimates

Fig. 10. Experiment 7, head tracking. (a) Head being tracked, (b) Vision and Polhemus estimates of head position. Much of the observed error is known to be due to Polhemus error. RMS differences are 0.11 units and 2.35 degrees. Scale is unknown, of course, but one unit = 10-12 cm. This experiment uses the same data set as in [2] except that here structure and focal length are estimated in addition to motion.

B. Experiment 7: Object Tracking – Head

In this experiment, a person’s head was tracked using both the vision algorithm and the Polhemus magnetic sensor simultaneously. Fig. 10 shows the vision estimate and Polhemus measurements (after an absolute orientation [14] was performed to align the estimates properly). The RMS difference in translation is 0.11 units and the RMS difference in rotation is 2.35°. (The scale of translation is, of course, unknown, but is approximately 10-12 cm per unit, yielding a RMS tracking error of approximately 1 cm.) This yields accuracy on the order of the observed accuracy of the Polhemus sensor, indicating that the vision estimate is at least as accurate as the Polhemus sensor.
Experiment 6: Models from Video

Translation \((t_x, t_y, t_z)\)  
Rotation \((\theta_0, \phi_1, \phi_2, \phi_3)\)  
Structure \((\sigma_1, \ldots, \sigma_{26})\)  
Camera \((\beta)\)

(a) Building – Iteration 0

(b) Building – Iteration 1

Fig. 11. Experiment 6, Models from video. Structure, motion, and focal length recovered from features shown in Fig. 9(a).

Experiment 8: BOX Sequence

Frame 1  
Frame 9

(a) Reference translation and rotation.  
(b) Frames from the sequence.

(c) Estimated translation, rotation, structure and inverse focal length.

Fig. 12. Experiment 8, Actual motion parameters, the original images and estimated parameters. The estimated translation and structure have been scaled to match the numerical values of the “actual” parameters. For comparison to other papers using this sequence, the “alpha” depths are from the image plane; distance to COP is an additional 477.3 units.

This example is identical to the example presented in our earlier work on vision-based head tracking [2], except here we recover focal length and structure simultaneously with motion. The previous work relied on a rough, a priori structural model and calibration of focal length. The RMS errors between vision and Polhemus estimates for this example were slightly better than those in the previous study, \((-1\text{ cm. versus 1.67 cm. and 2.35 degrees versus 2.4 degrees}).\)

C. Experiment 8: Object Tracking – BOX Sequence

To provide a means for comparing our estimator performance to others, we have performed a final experiment on a publicly available sequence. This is the BOX sequence from the UMass database [9], compiled by Inigo Thomas. Several authors have used this sequence as a test for geometry estimation [17], [21], [29], and reported rigid motion RMS errors of 0.1% and structure RMS errors of 0.2 to 0.3%. They did not estimate focal length.

Direct comparison with these statistics is difficult because authors have either performed post-estimation transforms (rigid and scale, or affine) to fit the actual data before computing error statistics [21], [29], or used radically different a pri-
ori information [17]. In our experiment we estimated focal length along with motion and structure, did not use special initial conditions, and did not use a post-estimation fitting transform before computing error. We obtained a rigid motion RMS error of 2.5% and a structure RMS error of 0.7%. The estimated focal length was 4% different from the manufacturer’s specification reported in the data set.

We can show that most of these residual errors are due to errors in the tracking data and in the “ground truth” parameters rather than in our estimate. By using the ground truth motion and the known 3D points and camera, we can synthesize the set of reference feature tracks and compare these to the input feature tracks. The result is that there is a mean RMS image-plane error, over all frames and all features, of 1.45 pixels.

Using our recovered trajectory, structure, and focal length, we find only a 0.50 pixel mean RMS image-plane error between input data and re-synthesized features. Thus, our recovered parameters comprise a better 3D rigid-motion explanation of the data than do the ground truth parameters. The lower error statistics reported by other authors seem to be in large part due to removing both estimation errors and reference errors through a process of post-estimation 3D alignment.

Fig. 12(a) shows the “ground truth” motion parameters and Fig. 12(c) shows the parameters recovered by our estimator. Fig. 12(b) shows the first and last frames of the nine frame sequence with features overlaid as white boxes.

V. CONCLUSION

We have presented a feature-based recursive estimator that uses an EKF for recovering the motion, pointwise structure, and focal length for arbitrarily long image sequences. Reformulation of the basic SfM problem using representations that are geometrically equivalent to but better suited for estimation than previous formulations has allowed us develop a filter that is stable and accurate for structure and motion recovery. We have demonstrated the new capability of being able to estimate inverse focal length in addition to structure and motion parameters, which allows for processing uncalibrated imagery. The formulation applies to general perspective projection, including the special case of orthographic projection. The estimator typically recovers qualitative structure in several frames and converges from there to a more accurate solution.

When the camera is unknown, convergence is limited by focal length estimation, which in our experiments takes 20 to 40 frames to converge within 5%.

The estimator remains well behaved in degenerate trajectories where previous formulations are reported to have singularities.

The important practical advance, of course, is that, since our estimator recovers camera focal length and the filter does not break down numerically at long focal lengths, most image sequences can be processed directly, without requiring camera calibration or accurate knowledge of focal length. This is most critical when the imagery comes from an unknown camera, in which case the camera is unavailable for calibration and the only source of information regarding the camera is the image sequence itself.

In all of our examples, however, we assumed that the focal length is constant throughout the sequence. Tracking a changing focal length may be considerably more difficult because the measurements appear experimentally to be less sensitive to focal length changes as they are to motion and structure parameters. Also, focal length changes can be confused with translation. Exploring this issue is a topic for future research.

As mentioned in the text, there are several unresolved issues that have not been addressed here and may be candidates for future research topics. One of these is ascertaining the performance tradeoff between our current formulation and a batch process based on the same mathematical models. We expect to see an increase in the convergence and stability properties at the expense of more computation and less flexibility. Another issue pertains to extending the formulation to include biased measurement noise. We expect to see an increase in accuracy at the expense of stability.
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