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Electronic discovery is the process of selecting potentially relevant or responsive documents from among a business’s servers, backup tapes, and other electronic media and turning these selected documents over to the other side.

The information retrieval needs of attorneys conducting electronic discovery are somewhat different from those in the average information retrieval task, if there is such a thing.  On the one hand, a typical retrieval study may involve a few tens of thousand of documents.  In contrast, most contemporary ediscovery tasks involve hundreds of thousands of documents (a large proportion of which are emails) to many millions of documents.  Those IR studies that involve the World Wide Web, of course, have an even greater population of potential documents, but in those system, the user is usually interested in only a very tiny proportion of them, for example, between 1 and 50 documents out of billions.  In contrast, in ediscovery, up to about 20% of the documents may ultimately be determined to be relevant and are produced to the other side.  Rather than satisfying a specific information need in response to a specific question (e.g., “What are the best sites to visit in Paris?”), ediscovery must satisfy rather vague requests (e.g., "All documents constituting or reflecting discussions about unfair or discriminatory allocations of [Brand X] products or the fear of such unfair or discriminatory allocations.").  Recall is a more important measure of the success of information retrieval for the lawyers than is precision, though precision may also be important.  Low levels of precision mean that more documents need to be reviewed, but low levels of recall mean that responsive documents have been missed, which may have legal ramifications. In contrast, in most IR studies, such as TREC, recall is seldom measured or even estimated directly.  Rather, investigators are typically satisfied with taking the sum of the relevant documents identified by any of the test systems as an estimate of the total population of potentially relevant documents.
For studies of information retrieval to be relevant to electronic discovery practitioners, they have to take these differences into account.  Although scientifically interesting, using the same measures and same processes with new datasets does not do enough to make the results valuable to the legal audience.
Improve recall estimates.  
Estimating recall from a large collection of documents is difficult because it would appear to require that all of the documents in the collection be assessed for relevance.  The collections are often much to large to make this practical.  One way around this limitation is to estimate recall from a random sample of documents.  In this method, documents are selected at random (independent of whether they have been judged responsive or not) and assessed until an appropriately sized collection of responsive documents has been identified.  The number of relevant documents that have to be found this way is determined by the desired confidence level of the estimate.  Once this sample has been identified, then recall can be estimated as the proportion of these documents that were classified as relevant by a system.  
Another measure that would be useful in this context is elusion.  One measure that is commonly used is to count the proportion of misses that a system yielded.  The proportion of misses, is the proportion of relevant documents that were not marked relevant.  Elusion is the proportion of nonproduced documents that are responsive.  This is explained further in Table 1.
Table 1. Contingency table

	
	Truly relevant
	Truly irrelevant
	Total

	Called relevant
	A
	B
	C

	Called irrelevant
	D
	E
	F

	Total
	G
	H
	I


Note: Simple accuracy measures: Precision: A/C, Recall: A/G, Elusion: D/F, Hit rate: A/C, Miss rate: D/G, False alarm rate: B/C.
The disadvantage of elusion is that small numbers are better than big numbers; it is desirable to have low rates of relevant documents among the rejected documents.  The advantage is that it leads directly to an industrial-type quality control measure that can be used to assess the reasonableness of an actual ediscovery.  

In quality control procedures, a sample of widgets is selected at random and each widget is evaluated for compliance with the company’s manufacturing standards.  If there is an unacceptable number of defects in the sample, then the batch is determined to be unacceptable.

A similar sampling technique can be used to evaluate the quality of discovery.  Were significant numbers of responsive documents missed by the technology, the queries used to select documents for review, or by the reviewers somehow failing to recognize a responsive document when they reviewed it?

To use elusion as a quality assurance method, one evaluates a randomly chosen set of rejected documents—that is, documents that were not selected as relevant.  The size of the set depends on the desired confidence level.  Following industrial statistical quality control practices one can apply an “accept on zero” criterion—the process is considered successful only if there are no relevant documents in the sample.  Systems can be compared using their elusion scores, but in assessing a practical electronic discovery case, the actual score is less important than determining whether the process has achieved a specific reasonableness standard.

Another approach for research investigations is to use latent class analysis (LCA) to estimate the true number of relevant documents in the collection.  Latent class analysis is widely used in biomedical studies to compare the accuracy of diagnostic tests when the true incidence of the disease are not known and there is no “gold standard” measure that can be applied.  
There are actually two problems with measuring recall.  The first is the difficulty of identifying the number of relevant documents in the whole collection without assessing millions of documents (this would also apply to measuring elusion precisely).  That is the problem we have been addressing above.  The second problem is the variability in judging relevance.  Various studies have found that assessors do not often agree among themselves as to which documents are relevant.  According to the report of the TREC legal track, two assessors making independent judgments on a set of about 25 responsive and 25 nonresponsive documents agreed on an average 76% of the documents.  Other studies have found agreement ranges that are much lower than this.  How do we reconcile this low agreement rate with the idea of documents being truly relevant?

One approach is to say that responsiveness or relevance is a subjective matter, there is no such thing as true relevance (the “post-modern” position).  Whether a document is judged relevant depends on the experience and biases of the person making the judgment.  A second approach is to say that there is such a thing as true relevance, but human judgment is only moderately successful at measuring it (the “empiricist” position).  

If we adopt the post-modern position that there is no true relevance, then our scientific options are very limited.  All measures involve recourse to authority—the person making the relevance assessments.  If another system differs from that person’s judgment, then that other system is necessarily wrong.  As in post-modern social sciences, there is no appeal to anything but the authority. On the other hand, if we adopt the empiricist position, then we can hope to develop converging measures that might get at that true relevance.
Latent class analysis is one method for estimating the underlying true proportion of relevant documents, even though none of the systems we use is perfect at identifying them.  There is no gold standard.

LCA assumes the existence of an unobserved categorical variable that divides the population into distinct classes (in this case into responsive and nonresponsive).  We do not observe this variable directly, but infer it from the categorizations of the multiple systems. This technique has been applied to problems related to diagnostic testing, such as to estimate the true prevalence of individuals with vs. without a specific disease, based on observations of certain tests or symptoms, none of which is known to provide an absolutely accurate gold standard. LCA could then be applied in an attempt to divide the population into "true" positives and negatives. 
Applying LCA requires at least three different and independent diagnostic tests (thus its suitability to research, but not directly to practical discovery).  LCA assumes that the association between the results of diagnostic tests arise solely from the underlying class status of the individual documents.  If there are correlations among the systems (e.g., two of them use the Lucene search engine), then adjustments must be made for this nonindependence.  Using LCA, it would be possible to estimate the accuracy of the various systems without having to exhaustively review all of the documents in the collection.
What has all of this to do with artificial intelligence?  
Although many discovery cases involve a negotiated search plan where the two sides agree on what to search for, in fact, electronic discovery is still typically a very inefficient process.  The search may be done to limit the population of documents to be considered, but then lawyers and paralegals are deployed to read the documents that pass through this selection.  Sometimes, no selection is done at all.  In either case, armies of reviewers are deployed to read the documents in whatever order they happen to appear in.  Until recently, this review was often conducted using printed copies of the documents.  Lawyers are typically slow to adopt new technology.

Still, all but the most Luddite attorneys have started to recognize that this manual approach to document selection is nearing the end of its usefulness.  The volume of documents to review and the attendant costs are too high for the clients to bear.  A recent production concerning a merger cost over $4.6 million in contract lawyer fees to review about 1.6 million documents and produce about 176,000 of them to the Department of Justice. 

Clients are beginning to recognize that there are alternatives to paying all of this money for attorney time.  Artificial intelligence will be required to play a role in improving the quality of the selection process.  Long ago Blair and Moran showed that the problem in identifying relevant documents lay not in the ability of Boolean search engines to identify documents that satisfied the specified criterion, but in the ability of the lawyers to identify the right terms to search for.  Providing tools that can improve the quality of the lawyers’ queries and do a better job of categorizing documents will have a major impact on the electronic discovery industry and practice.






