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Introduction
In e-Discovery, there are a number of cases where high Recall (R) with high Precision (P) is required.  For example, the defendant to litigation must be certain that there are no unknown ‘smoking gun’ documents that may be retrieved by the opposing party from the court-ordered document production given to plaintiffs. (Note:  increasingly this litigation corpus will be determined by an agreed upon set of keywords negotiated during the ‘meet & confer’ session now required by the new FRCP rules; of course these provide a crude filtering at best.)  Inevitably, all computational approaches that consider only subject matter and legal context yield an inherent trade-off between achieving high P or high R. but not both simultaneously.

For nearly 15 years, NIST has sponsored a series of Text REtrieval Conferences (TREC) focused on improving P & R for retrieval of information from large collections.  Voorhees & Harman’s 2005 MIT Press book, “TREC:  Experiment and Evaluation in Information Retrieval”, shows that improvements obtained over the last decade have an asymptotic limit of 50% P with 50% R when both dimensions are equally important.  Clearly, having a best case scenario where ½ the retrieved documents are irrelevant and only ½ the relevant documents are located in a corpus is a major shortfall of all current search technologies when they are employed in high-risk legal situations.
In this paper we report that a knowledge-based systems approach that codifies how communities of practice reify subject matter in their particular linguistic manner produces simultaneously high P and R.  While development of a highly accurate knowledge system by linguists may be seen as one where technology amplifies their human capabilities, the resulting query system is run in a fully automated, non-iterative manner (i.e., without Relevance Feedback affecting the retrieved documents.)  We refer to this as an automated ‘Socio-Technical’ Information Retrieval (STIR) system to distinguish it from computational approaches that do not account for the socially-constructed practices of subject matter experts expressed in their written language.
Current Approaches
Results from the TREC efforts utilize a host of technologies and approaches.  Focusing on the challenge of simultaneous achievement of high P with high R, Figure 1 provides an instructive set of results (from Chapter 3, “Retrieval System Evaluation” by Chris Buckley and Ellen M. Voorhees, in TREC op. cit. p. 62, Fig. 3.1.)  These results are interpolated P-R curves for individual topics with the average of the queries depicted by the thick line starting at P~0.83 @ R=0.  Without going into the conditions used to obtain of these results, it is important to note that while the average over many queries  (i.e., the thick line in Fig. 1) always yields a concave curve falling below P=0.5 @ R=0.5, some individual queries can produce precision above 50% for recalls above 50% (in this case, 4 out of 22).  In the top 2 queries, a Precision of 0.85-0.90 is obtained for R=0.5, with the best case achieving P~0.8 at R=0.9.  Thus, there is nothing inherent in current technology that limits achievement of simultaneous high P and R.  Rather the challenge is to understand the nature of successful queries which make up much less than 10% of the expressions used in the retrieval task (in this case, 1 out of 22.)
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FIGURE 1:  Interpolated P-R curves for individual topics with the average of the queries depicted by the thick line starting at P~0.83 @ R=0. (from Chapter 3, “Retrieval System Evaluation” by Chris Buckley and Ellen M. Voorhees, in TREC op. cit. p. 62, Fig. 3.1)  Only 1 out of the 22 interrogated topics display acceptably high Precision at acceptable recall rates of 80-90%.
Automated Socio-Technical Information Retrieval
There are numerous methods that provide an interactive environment for a user to conduct search utilizing Relevance Feedback.  Some are summarized in chapter 6 of the aforementioned book:  “The TREC Interactive Tracks:  Putting the User into Search” by Susan T. Dumais and Nicholas J. Belkin, in TREC op. cit. p. 123.  Clearly the ability to iteratively search on an increasingly smaller subset of potentially more relevant documents increases the combined P/R measure.  While this can be considered as a combined human-computer system, it requires continuous refinement by each element of the ‘system.’  What needs to be the goal is a completely automated approach that replicates human judgment rather than relying on an increasing number of persons conducting the search with technology aids.  It is in this way that we propose leveraging AI knowledge representations, natural language processing, and other technologies rather than providing tools for augmenting human activity, a worthwhile but different approach than the one to be strived for.
In particular, we find that the aspect of human judgment that has been ignored to date is the way in which documents ‘announce’ their relevance to a human reviewer.  When reviewers utilize search tools interactively with the corpus, they have detailed reference descriptions of the subject matter and legal issues of interest.  As the TREC benchmarks show, if these reference descriptions are the basis of queries for automated corpus processing, either P or R can be achieved, but not both except in relatively rare circumstances (Fig. 1).  However, if the coding is done with a methodology that accounts for the particular linguistic expression of document authors, then automated computational results are quite different as seen in Fig. 2
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FIGURE 2:  Comparison of 4 STIR benchmark studies to state-of-the-art automated IR results.  The 5 data points connected by the green arrow indicate the continuing improvement to automated sampling tests as greater linguistic expertise is applied to developing queries.  
As noted above, the key to consistently high P at high R is to be able to understand the key attributes of queries that yield such results (rather than average results.)  We have found that it is critical to make the distinction between the subject matter of interest and the linguist characteristics used to express the relevant topic in written form.  Figure 2 shows how linguists are able to craft queries that increasingly produce retrieval results with high P & R.

By employing linguistic expertise, IR queries are distinguished in their ability to replicate and automate critical aspects of subject matter expert judgments on a consistent basis.  This is distinctly different from the average results that are obtained by skilled researchers who develop search queries based on subject matter alone (‘NIST benchmark’ in Fig. 2.)  The written expression of relevant subjects is rooted in the practices of the communities to which the document creators belong.  This varies among different disciplines and organizations where particular linguistic expression is an integral part of work activities.  This is then not a matter of querying for particular words, acronyms, or punctuation marks that provide queues for such things as importance or emotion.  Rather it is the expressiveness of natural language that must be modeled along with the subject matter in a particular legal context. When development by linguists is conducted with an appropriate quantitative methodology, the computational system yields mainly highly Precise & highly Relevant documents without resorting to Relevance Feedback.  Iterative human participation is necessary during query development, but not during the full corpus, information retrieval task.  The STIR benchmark evaluations in Fig. 2 are typical of results achieved over multiple engagements, each involving numerous issues, where the measures of P & R are obtained on statistically accurate corpus samples.  We refer to this iterative query development by experts in the written discourse of practice communities as producing automated ‘Socio-Technical Information Retrieval.’
Research Challenges

In the DESI workshop, we wish to engage participants in collectively developing a research agenda that addresses the criticality of linguistic characterization of subject-matter-expert practice.  Achieving break-through e-Discovery performance is particularly important in an environment of explosive growth of Electronically Stored Information (ESI.)  Finding all critical documents, and only those relevant documents, is becoming increasingly difficult and costly; the risk of failing to achieve high P with high R grows as the regulatory environment expands.

From the participants with background in TREC, discussion of the nature of the relatively rare high P with high R queries is an important resource.  For the AI researcher, it is proposed that addressing this difficult challenge involves combining:

(1) Knowledge-Based (aka Expert) Systems that capture linguistic expertise that

(2) Characterizes particular practice communities of subject matter experts and

(3) Employs the latest advances in Natural Language Processing (NLP).
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