Detection of Metadata Tampering through Discrepancy between Image Content and Metadata using Multi-task Deep Learning
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Abstract

Image content or metadata editing software availability and ease of use has resulted in a high demand for automatic image tamper detection algorithms. Most previous work has focused on detection of tampered image content, whereas we develop techniques to detect metadata tampering in outdoor images using sun altitude angle and other meteorological information like temperature, humidity and weather, which can be observed in most outdoor image scenes. To train and evaluate our technique, we create a large dataset of outdoor images labeled with sun altitude angle and other meteorological data (AMOS+M2), which to our knowledge, is the largest publicly available dataset of its kind. Using this dataset, we train separate regression models for sun altitude angle, temperature and humidity and a classification model for weather to detect any discrepancy between image content and its metadata. Finally, a joint multi-task network for these four features shows a relative improvement of 15.5% compared to each of them individually. We include a detailed analysis for using these networks to detect various types of modification to location and time information in image metadata.

1. Introduction

Tampered image metadata is frequently encountered in image forensics. Ease of metadata access and modification using simple EXIF tools has resulted in tampered images that are difficult to detect, except in very special cases or after rigorous expert investigations. Our goal in this paper is to automate this process and reduce the effort required by experts.

One of the areas where image metadata authenticity is very important is legal cases where an image is shown as evidence of a certain activity at a certain time. The timestamp of the image cannot be trusted just on its own as it is easily modified. It needs to be corroborated by some additional information in the image if available. For example, in the Duke Lacrosse case [1], the timestamp of one of the images matched with the timestamp of one of the player’s watch. We develop automatic techniques to perform similar types of analysis in outdoor images using meteorological information.

We focus on image location and timestamp tamper detection, as these two are the most important factors in the image metadata. Existing research has focused on checking the validity of the location information by matching image content against a large-scale image database such as Google
street view images using content-based image retrieval techniques. However, this only works well with very few locations having distinct features such as tourist landmarks.

Although it is hard to directly infer location and time from the image content, recent research has shown that advances in machine learning have enabled reasonably accurate prediction of meteorological information directly from image content \cite{4,15,13,16}. Therefore, we utilize the sun altitude angle and other historical meteorological information such as temperature, humidity and weather — all available on the web — to detect image metadata tampering. Our goal is to infer meteorological properties separately, directly from image content and then compare them to the same properties obtained from historical weather databases at the time and location specified in the image metadata. We expect that, unless the image metadata was carefully tampered with to ensure consistency with weather patterns, metadata tampering will lead to inconsistencies that can be detected by our proposed algorithm.

To train and evaluate our approach, we first collect a large-scale dataset (AMOS+M2) with images, metadata (i.e., timestamps and GPS location), as well as sun altitude and meteorological information based on the already existing AMOS database and the Weather Underground Internet API \cite{3}. We then use AMOS+M2 to learn different convolutional models for prediction. In order to utilize the correlation between different sources of information, we further propose a joint model based on multi-task learning, which predicts all of the features simultaneously.

While there has been some work in this area, our novelty lies in the fact that our test and training data comes from different web cameras, and our research includes the results of applying these models to image forensics. Also, by combining different networks using multi-task learning, we are able to further improve the prediction accuracy. Figure \ref{fig:overview} shows the overview of our system.

The main contributions of this paper include: (1) analyzing the use of sun altitude angle and meteorological information for image content vs. metadata discrepancy detection; (2) exploiting the benefit of multi-task learning on meteorological information and sun angle prediction; (3) constructing a large-scale dataset called AMOS+M2 containing more than 500,000 outdoor images labeled with the above mentioned information and the metadata.

3. Sun angle and meteorological information prediction

We use convolutional neural network (CNN) models to predict sun angle and meteorological information. We experiment with two variants of convolutional models for our prediction tasks: AlexNet \cite{11} and ResNet-50 \cite{6}. AlexNet contains five convolutional layers followed by three fully connected layers, while ResNet-50 contains 49 convolutional layers with residual connections followed by one average pooling layer. We use AlexNet to experiment with different loss functions (mean squared and mean absolute losses) due to the advantage of its training speed and use ResNet-50 to train our final model to obtain better prediction results.

3.1. CNN for temperature, humidity, and sun angle regression

To use CNN for regression tasks, we first replace the last layer of the CNN with a single output using a distance based loss function. Since the outputs of our regression models should always lie in certain ranges (e.g., zero to ninety degrees for sun angle), we use a sigmoid or an extra ReLU-like nonlinear layer to clip the output from both sides before the final loss layer; but they improve performance only in some cases whereas decrease performance in others. We also weight the training loss based on the probability distribution of the ground truth labels and call these the weighted regression models. This helps to give
more importance to the examples that are less common in the training set and tries to solve the problem that the dataset is not uniformly distributed. Finally, we train the network with our AMOS+M2 dataset.

3.2. CNN for weather classification

For weather classification, we train a classification CNN with our AMOS+M2 dataset. We first separate our training data into four different classes: sunny, cloudy, rainy, and snowy. Since our training set is highly unbalanced, as sunny and cloudy images together take around 85% of the training set, directly training the network would cause the model to be biased toward sunny and cloudy. To address this issue, we apply data oversampling with augmentation: for each image class, we first oversample the images to make each class have roughly the same size, and then we apply data augmentation to each oversampled image by first randomly resizing and keeping the smallest side of the image between 256 to 512 pixels. We then randomly crop the image down to 227×227 and randomly apply a left-right flip to the image. Finally, we adopt the softmax cross entropy loss function to optimize the network parameters. In order to reduce the training time, we initialize the weights of our network to a model pretrained on ImageNet dataset.

3.3. CNN with joint multi-task learning

Since all of the meteorological information we use is correlated, it is natural to wonder if one model can benefit from the others. Therefore, we use multi-task learning to learn a joint model that can predict all the meteorological information at the same time. This is achieved by weight sharing on all the regression and classification networks with a joint loss function. We adopt the same network architecture, ResNet-50, for all tasks so that we can share the weights crossing all four tasks. Since the four different tasks have different output ranges, we first normalize each output to zero mean and one standard deviation so that each loss function will be the same scale. Let \( X = [x_1, \ldots, x_7] \) be the output of our joint network, and \( Y = [y_1, \ldots, y_7] \) the value of the meteorological information, where \( (y_1, \ldots, y_4) \) is a one-hot encoding vector of weather condition, and \( y_5, y_6, y_7 \) represent sun altitude angle, temperature, and humidity respectively. We minimize the following joint loss function:

\[
L(X, Y) = - \sum_{i=1}^{4} \log y_{i}p(x_{i}) + \sum_{i=5}^{7} ||x_{i} - \frac{(y_{i} - \mu_{i})}{\sigma_{i}}||^2,
\]

where, \( \mu_{5}, \mu_{6}, \mu_{7}, \sigma_{5}, \sigma_{6}, \sigma_{7} \) represent the mean and standard deviation of sun altitude angle, temperature, and humidity in the training set. \( p(x_{i}) \) represents the probability of the \( i_{th} \) class being the correct weather computed by the softmax function. We train this joint model with an initial learning rate of 0.0002 and a mini-batch size of 256 images using Adam optimizer [10].

4. Metadata and meteorological information outdoor scenes dataset (AMOS+M2)

In order to train our model for metadata tampering detection, we construct a large-scale image dataset called AMOS+M2.

4.1. Data collection

We collect images from Archive of Many Outdoor Scenes (AMOS), an archive of images collected from Internet webcams since 2006. Each image in AMOS contains a timestamp and a camera ID, and each camera may contain its location annotated by the AMOS user as well as the IP location of the webcam. Note that the timestamp associated with any image is mostly correct because it is automatically generated by the system, but the location of the camera can be missing or incorrect.

In order to verify the location of the cameras, we first compute the distance between the location derived from the camera IP address and the annotated location and filter out cameras when this distance is greater than 100 miles. We then compute the sun altitude angle for each image based on the timestamps and the annotated camera location using Pysolar [2] and detect the sunrise and sunset boundary, where sun angle changes between positive and negative numbers. If the location is correct, we should be able to visually see large illumination differences between these boundary images as shown in Figure 2. We manually check these boundary images to remove cameras with incorrect GPS locations.

After manual verification, we use the Weather Underground API [3] to collect all the relevant meteorological information including temperature, humidity and weather conditions based on the locations and the timestamps of the images.
Table 1. Comparison between AMOS+M2 with other existing datasets. AMOS+M2 contains more images from different locations; with more detailed meteorological information as well as sun altitude angles.

<table>
<thead>
<tr>
<th>Dataset</th>
<th># of locations</th>
<th># of images</th>
<th>Metadata</th>
<th>Meteorological information</th>
<th>Sun angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weather Image Dataset [13]</td>
<td>N/A</td>
<td>10K</td>
<td>N</td>
<td>weather</td>
<td>N</td>
</tr>
<tr>
<td>Multi-class Weather Image [16]</td>
<td>N/A</td>
<td>20K</td>
<td>N</td>
<td>weather</td>
<td>N</td>
</tr>
<tr>
<td>Glasner et al. [5]</td>
<td>10</td>
<td>6K</td>
<td>Y</td>
<td>temperature</td>
<td>N</td>
</tr>
<tr>
<td>Time of the Year Dataset [15]</td>
<td>10</td>
<td>23K</td>
<td>Y</td>
<td>temperature</td>
<td>N</td>
</tr>
<tr>
<td>AMOS+M2 (Ours)</td>
<td>638</td>
<td>500K</td>
<td>Y</td>
<td>weather, temperature, humidity</td>
<td>Y</td>
</tr>
</tbody>
</table>

Figure 3. Heat maps of absolute difference in output sun altitude angle predictions when small portions of the images are occluded. The two images are from the same webcam at different times. In the first set, we can see that the network gives importance to the sun if it is visible in the image. In the second set the network gives importance to the reflective rock surfaces.

Figure 4. The x-axis in the figure is the absolute error in the prediction of sun altitude angle and the y-axis is the percentage of test images giving error less than or equal to the corresponding x value. The higher the area under the curve, the better is the result. For the sun altitude angle test set, the model resulted in 55% of test images with less than or equal to 10° error and about 85% of test images with less than or equal to 20° error.

4.2. Dataset statistics

We obtain 638 cameras from AMOS with verified locations. We randomly select 538 cameras for training and the remaining 100 cameras are used for validation. For each camera in the training set, we randomly select around 1,000 images taken in 2016 to construct a training set of 500,000 images; for each camera in the testing set, we randomly select 10 images taken in 2016 to construct a test set of 1,000 images. Table 1 shows the dataset statistics compared to related works. Compared to existing datasets, AMOS+M2 contains more images from multiple locations, and more detailed meteorological information, as well as sun altitude angles, enabling us to effectively train our convolutional models.

The AMOS+M2 dataset with the images and corresponding meteorological data and metadata will be made publicly available.

5. Experiments on meteorological information and sun altitude angle prediction

5.1. Sun altitude angle regression

The performance of an AlexNet based L2 regression model for sun altitude angle is shown in Figure 4. The x axis in the figure is the absolute error in the prediction of sun altitude angle and the y axis is the percentage of test images giving error less than or equal to the corresponding x value. Figure 4 shows that almost 55% of the images yield less than 10° error and about 85% of images give less than 20° error for the weighted regression model. The RMS sun angle prediction error for this model is 13.70°. On the other hand, the Resnet based model gives an RMSE of 11.31°.

To gain insight into the internal representation of the model, we visualize the heat maps of absolute difference in output predictions when we occlude small portions in the image. The results are shown in Figure 3. These images are from the same webcam taken at different times of the day. The heatmap shows which area has the most impact in
determining the output sun altitude angle. When the sun is present in the first image, the model gives importance to that portion of the image. On the other hand, it gives importance to the reflective rock surface in the second image.

5.2. Temperature regression

We perform temperature prediction using an AlexNet based regression model with a mean absolute loss layer. The average temperature error is 8.94°C and the Pearson correlation between the ground truth and predicted temperatures is 0.7339. For the ResNet based model, the RMS error reduces to 7.45°C for the L2 loss based model. Figure 6 shows the ground truth and predicted temperature values from two different images.

Figure 6 and 7 show that mean absolute loss performs better than mean squared loss. Figure 6 shows that about 45% of images give less than 5°C error and almost 80% give less than 10°C error for mean absolute regression. Figure 7 plots the variation of average error with the actual ground truth label. The flatter or more uniform the curve, the better are the results. As we can see, mean absolute regression works better than mean squared regression. The Pearson correlation coefficient for mean absolute regression is 0.7339, whereas for mean squared regression is 0.6689. The RMSE for mean absolute regression is 8.94°C whereas the RMSE for mean square regression is 9.83°C.

5.3. Humidity regression

We find that although it is hard to infer the exact percentage of humidity from the image, there are usually some weather related visual cues that indicate the range of the humidity in the scene. Figure 8 shows examples of images that predict as low humidity (i.e. less than 30 percent) and high humidity (i.e. greater than 85 percent). The numbers under the images are the regression results and the numbers in parentheses are the ground-truth humidity percentages. As shown in Figure 8, low humidity images in the first row are associated with clear skies; while in the second row there can be rain, cloud, and snow indicating that the humidity values are high. Our regression network based on AlexNet achieves an average root mean square error (RMSE) of 18.42% whereas the Resnet based model achieves RMSE of 15.33%. Although the RMSE compared to the error in sun altitude angle and temperature regression is high, as shown in the following sections, our joint multi-task model can still benefit from the humidity information, which further improves the accuracy of metadata tampering detection.

5.4. Weather condition classification

Figure 9 shows the confusion matrix and some example classification results. The labels under the images are the output of the classifier and the labels in parentheses are the ground-truth labels. The red border indicates misclassifications. As shown in Figure 9, the classifier tends to classify rainy and snowy images as cloudy. This is because when it is raining or snowing, the sky looks cloudy as well. On the other hand, sometimes right after rain or snow, the road will look wet or covered with snow, which
Figure 8. Example result of humidity regression. The number under each image is the predicted humidity and the number in the parentheses is the ground-truth. Top row: images predicted as having low humidity. Bottom row: images predicted as having high humidity. Although it is hard to predict the exact percentage of humidity from an image, there are usually some visual cues indicating the humidity range.

Figure 9. Example results and confusion matrix for weather condition classification. Red borders indicate misclassification. Rainy and snowy are prone to be misclassified as cloudy because the sky in each image is cloudy as well. (a) Sunny images misclassified as cloudy because the sky, which is an important cue for sunny images, is not visible. (b) Cloudy image misclassified as snowy because the snow covers a huge percentage of the image. (c) Rainy image misclassified as sunny because the bright sky. (d) Snowy image misclassified as cloudy because the snow on the highway is mostly removed. Overall, our model can achieve 28.3% classification error rate.

is why it is harder to separate these classes. Our classifier achieves 23.9% classification error rate on the test set after 100K training iteration.

5.5. Joint multi-task learning

Table 2 compares the classification error rate and regression RMSE on four different tasks with models learned separately and jointly with multi-task learning. All models are trained with the same network structure using the same hyper-parameters with 100K training steps. As shown in the Table, all four tasks benefit from a joint model, with weather classification enjoying the highest relative improvement. This is probably because weather conditions are highly related to all three other tasks. After joint multi-task learning, we can achieve an RMSE of 10.81, 6.9, 15.09 for sun altitude angle, temperature, and humidity regression and an error rate of 23.9 for weather condition classification. In order to further analyze the benefit of multi-task learning for weather classification, we train three other models using one of the meteorological information sources (sun altitude angle, temperature, or humidity) as well as the weather condition as input labels. The results are shown in Table 3. Each type of meteorological information can slightly help with the weather classification, and the best performance is achieved by utilizing all of the meteorological information, which demonstrates the benefit of multi-task learning in meteorological information prediction.

6. Experiments on metadata tampering detection

To analyze the effectiveness of meteorological information on tamper detection, we generate different tampered datasets by changing the timestamps or the GPS locations on the test images. We use ROC curves and Area under ROC curves (AUC) as our performance metrics. In the rest of this section, we discuss the results of tampering detection on different types of tampered test sets.
Table 4. AUC on time tampered data with large time tampering, in the order of multiple months. The weather model yields the best performance when the tampered time is one to two months from the ground truth because other information only changes slightly during a short period of time. The temperature model achieves the best performance when the tampered time is three to six months off from ground truth due to seasonal temperature changes. Sun altitude angle prediction yields better performance when the tampered time is further from ground truth because the sun position changes for the same time of the day throughout different seasons.

<table>
<thead>
<tr>
<th>Month (AUC)</th>
<th>Angle</th>
<th>Humidity</th>
<th>Temp.</th>
<th>Weather</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>53.5%</td>
<td>62.5%</td>
<td>63.5%</td>
<td>67.7%</td>
</tr>
<tr>
<td>2</td>
<td>61.5%</td>
<td>71.4%</td>
<td>68.7%</td>
<td>72.5%</td>
</tr>
<tr>
<td>3</td>
<td>67.9%</td>
<td>72.3%</td>
<td>80.7%</td>
<td>71.1%</td>
</tr>
<tr>
<td>4</td>
<td>76.9%</td>
<td>74.9%</td>
<td>84.5%</td>
<td>74.1%</td>
</tr>
<tr>
<td>5</td>
<td>81.6%</td>
<td>72.2%</td>
<td>84.6%</td>
<td>73.7%</td>
</tr>
<tr>
<td>6</td>
<td>83.8%</td>
<td>73.6%</td>
<td>85.1%</td>
<td>71.6%</td>
</tr>
</tbody>
</table>

Table 5. AUC on time tampered data with time tampering in the order of multiple days. The weather model achieves the best performance compared to other models. This is because all other meteorological information and sun altitude angle only has little change during short periods and it is hard to detect the difference.

<table>
<thead>
<tr>
<th>Day (AUC)</th>
<th>Angle</th>
<th>Humidity</th>
<th>Temp.</th>
<th>Weather</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>50.3%</td>
<td>60.1%</td>
<td>54.7%</td>
<td>67.5%</td>
</tr>
<tr>
<td>2</td>
<td>50.3%</td>
<td>61.6%</td>
<td>57.1%</td>
<td>70.1%</td>
</tr>
<tr>
<td>3</td>
<td>49.7%</td>
<td>64.8%</td>
<td>56.4%</td>
<td>69.5%</td>
</tr>
<tr>
<td>4</td>
<td>50.2%</td>
<td>63.9%</td>
<td>56.0%</td>
<td>69.6%</td>
</tr>
<tr>
<td>5</td>
<td>49.6%</td>
<td>64.7%</td>
<td>57.9%</td>
<td>69.2%</td>
</tr>
<tr>
<td>6</td>
<td>50.2%</td>
<td>64.8%</td>
<td>59.3%</td>
<td>69.9%</td>
</tr>
</tbody>
</table>

Table 6. AUC on time tampered data with time tampering in the order of multiple hours. The sun altitude angle model yields the best performance because the sun altitude angle changes throughout the day while the weather usually varies little in a day.

<table>
<thead>
<tr>
<th>Hour (AUC)</th>
<th>Angle</th>
<th>Humidity</th>
<th>Temp.</th>
<th>Weather</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>58.6%</td>
<td>53.1%</td>
<td>51.2%</td>
<td>53.8%</td>
</tr>
<tr>
<td>2</td>
<td>65.3%</td>
<td>56.5%</td>
<td>53.5%</td>
<td>53.8%</td>
</tr>
<tr>
<td>3</td>
<td>68.6%</td>
<td>59.2%</td>
<td>54.3%</td>
<td>56.5%</td>
</tr>
<tr>
<td>4</td>
<td>71.9%</td>
<td>60.6%</td>
<td>54.5%</td>
<td>57.8%</td>
</tr>
<tr>
<td>5</td>
<td>74.8%</td>
<td>61.4%</td>
<td>56.4%</td>
<td>58.2%</td>
</tr>
<tr>
<td>6</td>
<td>73.7%</td>
<td>63.1%</td>
<td>56.6%</td>
<td>58.7%</td>
</tr>
</tbody>
</table>

6.1. Time metadata tampering detection

We construct the time tampered dataset by changing the timestamps on half of the test images to create positive samples (i.e. tampered) while the rest of the test images maintain their authentic timestamps and serve as negative samples. The three types of time tampered datasets are constructed by changing the timestamps in the test images with different month, day, and hour variances respectively. We then use the absolute difference of the sun altitude angle, humidity, and temperature between the output of our model and the meteorological information downloaded from the Internet, as well as the weather probability score output to compute the ROC curve and the AUC percentage.

Table 4 shows the AUC using different types of meteorological information, on the time tampered dataset with tampering variation in months. As shown in the table, when the time difference is one to two months, the weather model has the best performance in detecting inconsistency. This is because the change in sun altitude angle, humidity, and the temperature is small and our model has a hard time perceiving differences in these properties. On the other hand, the weather classifier can better separate different weather conditions happening in different months. When the time difference is three to six months, the temperature model has the best performance, because there is seasonal change and temperature exhibits large differences, which can be detected by our model. Sun altitude angle performs better when the tampering time is larger because the sun angle at the same time of the day will change more with greater variation in months. The ROC curves for the temperature model based monthly time tamper detector are shown in Figure 10 (a).

Table 5 shows the AUC on time tampering dataset with tamper quantity variation in days ranging from one to six days. The overall performance is worse than Table 4 because these meteorological measures exhibit less change during shorter intervals. The weather model again has the best performance overall and humidity has the second best.

Table 6 shows the AUC on the time tamper dataset with tampering in hours ranging from one to six hours. As shown in the table, sun altitude angle model has the best performance and the performance increases as the number of hours increase. This is because weather usually does not change too much during the same day, while sun angle will keep changing throughout the day. The ROC curve for the sun angle based hourly time tampering detection model is as shown in Figure 10 (b).

Since each of these models performs best when detecting different types of tampering, we combine them all with late fusion by adding the normalized scores from each model. Figure 10 (c) shows the ROC curve with a tampered dataset that randomly changes the timestamps within a range from one hour to one year. By combining all the models, we leverage the strength of each model and achieve better performance on tamper detection.

6.2. Location metadata tampering detection

We construct two location tampered test sets by changing the latitude and the longitude of the image metadata respectively. Figure 11 shows the AUC of tampering detection on
Figure 10. (a) ROC curves for the temperature model based monthly time tampered data detector. The different plots are for different variance noise in months added to tamper with metadata. The best performance expected is at a variation of 6 months, when the maximum seasonal variation is observed. (b) ROC curves for the sun altitude angle based hourly time tamper detector. The different plots are for different variance noise in hours that was used to modify the image time meta-data. The maximum sun altitude angle variation should be when the time difference is about 6 hours, which is what we can observe here. (c) ROC curve for time tampered data with timestamp changes ranging from one hour to one year. By combining all four models with late fusion, we can achieve better performance for tamper detection with an AUC of 85.5%.

Figure 11. AUC on longitude tampered data. The performances of all models increase as the tampered distance increases.

longitude tampered test set with different models. The performance of each model increases as the tampered distance increases because of a larger change in meteorological features. However, the sun angle model does not perform well in this case, because 1000km is too short a distance to have any detectable sun angle variation.

Figure 12 shows the AUC of tampering detection on latitude tampered test set. Temperature model has better performance on this test set compared to the previous one because temperature changes are more noticeable in different latitudes.

7. Conclusion

We propose a joint multi-task learning model to predict meteorological information from an image and use it to detect image metadata tampering. Our experiments show that joint multi-task model achieves better performance compared to any one model, and using the joint model we can detect different types of image metadata tampering with reasonable accuracy. Currently, we only apply simple late fusion to combine models for different meteorological information for tampering detection. Different ways to combine the models for meteorological information can be exploited in the future to further improve the detection results.
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