I ntroducti on

Your first project involves building a vision systemthat can | ocate and
recogni ze hand printed characters in a digital inmage. There are three stages to
this project:

1. Segnentation of characters froma digital inmge of a page of text.

2. Connected conponent analysis to identify the individual characters in the
segnment ati on.

3. Property neasurenment and classifier design to recognize the different
character types, as well as to reject any connected conponents which do not
match sufficiently well against any character nodel.

You will be given a set of 10 training imges. Each inage will contain roughly
50 instances of a single hand witten character (for exanple, an ‘‘a' '),

al t hough the different instances of these characters might have been witten by
different people. The characters will all be nore or |ess the sane size, and
they will be witten in the sane orientation (so, none will be upside down or
rotated). You will apply your segnentation and connected conponent algorithmto
this set of training inages in order to construct the recognition nodels that
will be applied, subsequently, to a testing set of inmages.

In what follows, | will provide details about each stage of the project.

Segnent ati on

The training inages will all be 8 bit gray scale inmages, which will be given to
you as sinple files, the format of which is described in nore detail below You
will segnent these images using a conbination of threshol ding and bi nary noise
cl eani ng:

a. ldeally, images of hand printed pages should be conposed nostly of very dark
pi xel s, corresponding to the ink of the characters, and very bright pixels,
corresponding to the white paper on which the characters are drawn. However,

since the character edges will not align with the pixel boundaries, and the pen
wi Il not have been applied with constant pressure while the character was drawn,
there will always be many pixels of intermediate gray level. Canera noise, for

these inmages, will not be a significant problem You will segnment the inages by
finding the two peaks, corresponding to the very |arge background popul ati on and
the distinct, but nuch smaller, ink population. There will be a broad valley
bet ween these two peaks, and it can be inportant to choose the threshold
carefully in this valley. The sinplest solutionis to find the gray level with
smal | est frequency between the two peaks, and use it as a threshold. A better
met hod chooses the threshold that nmaxim zes the total contrast along the
boundari es of the segnented objects. You do this as follows:

1. First, create a contrast image. Let | be the original imge and C the
contrast image we are trying to construct. For each pixel in I, conpute the

| argest absolute difference in gray |evel between that pixel and its four

nei ghbors. Place this absolute difference into the corresponding |ocation of
the contrast inage, C. At the boundaries of | just use the avail abl e nei ghbors
to construct C

2. Now, using a single pass through | we will determ ne the threshold that gives
maxi mal total contrast along the 1/0 boundaries of the correspondi ng binary
imge (i.e., at those pixels that are 1 in the binary i nage generated by



threshold t and that have at | east one 8-adjacent neighbor that is 0 in that
binary inmage). This programwi |l construct a table, S, that will contain one
entry for every threshold under consideration. The programwi |l work as foll ows:
i. consider each pixel in | and determ ne the subrange of thresholds that woul d
make this pixel a 1/0 boundary in the correspondi ng thresholded image. This is
easy to do. Let g be the gray level at a point (i,j) inl. Let Mbe the
maxi mum gray | evel in the 3x3 nei ghborhood of (i,j). Now, any threshold in the
interval (g, M will make (i,j) a 1/0 boundary point in the correspondi ng
threshol ded i mage. Note that if g > Mthen there is no threshold that would
make (i,j) a 1/0 boundary pixel

ii. For each t in this interval, you increnent St by C(i,j). After you have
processed all of the pixels in |, St will contain the sumof all the contrast
val ues for pixels that are 1/0 boundary pixels in the binary inage correspondi ng
to t.

iii. Choose the t that gives you maxi mal St

b. Noise cleaning. It is possible that the thresholding step will produce
smal | conponents of 0's and 1's, or slightly ragged edges on sonme objects.
These can be often elinmnated by applying 1-2 iterations (each) of a sinple
shrink/ expand operation. You shrink a binary inmage by replacing all 1's that
are adjacent to 0's by 0's. You expand a binary inage by replacing all 0’'s that
are adjacent to 1's by 1's. Be careful of the type of adjacency used in the two
cases! It is dangerous to shrink an inmage for too nmany iterations, because thin
characters will be annihilated altogether. But for our data a single iteration
of shrinking (applied to the thresholded inmage!) followed by a single iteration
of expandi ng should be sufficient. But you need to check the results of the
noi se cleaning, since it mght actually reduce the quality of the origina
segrent ati on.

Connect ed conponent anal ysi s

In the second stage you will use a run-based, two-pass connected conmponent
algorithmto find and neasure the properties of all of the objects in the binary
i mage. Make sure that you use 4 connectedness for the background (0's) and 8
connect edness for the objects (1's). For each object, conpute its:

1. centroid, as a way to |locate the character (this is not used for
recognition).

2. conpactness - ratio if its perinmeter squared to area

3. ratio of area of holes in object to total area of object

4. aspect ratio of m ni num boundi ng rectangl e.

You can choose other features in an attenpt to obtain good classification. Note
that the characters vary sonewhat in size (i.e., not all a'’'s are the sane
size) so that using sinple features |ike area, perineter will not work well.

Recogni tion

Your recognition algorithmwll be based on a k--nearest neighbor rule. There
are two subproblens that have to be addressed here:

1. How to weigh the different features in conputing the distance between an
unknown character and a character fromthe training set. The problemis that
different features have different ranges, so that a large nunerical difference
in a feature with high variability may swanp the effects of smaller, but perhaps
nore significant, differences in features that have very small variability. The
standard solution is to transformall of the feature distributions to a standard



distribution with O nean and variance of 1.0. This is done by first conputing
the nmean, u, and standard deviation, s, of each feature type (this is done over
the entire set of training characters, and not for one character type at a
tine), and then replacing a feature neasurenent, x, by (x-u)/s.

2. Selection. Since we have 10 cl asses and about 50 sanples per class, a brute
force nearest nei ghbor decision procedure would involve conparing the feature
vector of an unknown character against 500 feature vectors for the known
characters fromthe training set. Now, for 500 total characters this is not
much of a burden, but generally we woul d have t housands of objects in our
training set, and we would like to edit the training set to a smaller size that
woul d give us as good a classification as using the entire training set. | am
going to | eave the problem of developing an algorithmfor effectively editing
the training set up to you to solve individually! |In order to nmeasure how wel
your solution to this problemworks, you will apply the brute force nearest

nei ghbor algorithmto the test set as well as your clever solution to the
editing problem To see how well you are doing before we rel ease the test set,
you shoul d enploy the follow ng jackknifing procedure to the training set:

| eave one character out of the training set

build your classification nodel with the renmining data

apply the classification nodel to the single character |left out
repeat this for all characters in the training set.

.

This is really not so bad because it only involves renornalizing the data sets
(since the neans and standard devi ati ons change slightly when you take one

el ement out of the set and put one back in and there are clever algorithns to do
this) and then performng one classification test.

I mage Files

This section provides information about the format of the inmage files containing
the training inages. The file format we will use is PGV ((P}ortable {Grey
{Map). PGMfiles can be viewed on an X--workstation using the program xv. You
may obtain these inages fromthe course ftp site

ftp.um acs. und. edu/ pub/ | sd/

Each file has a pgmextension, and the file nane is the nane of the character
who training sanples are contained within that file. A (binary) PGMfile is
formatted as foll ows.

1. The first Iine in the fileis a magi ¢ nunber,’’ a two digit string, which
you can ignore. (It should be P5). You can read this using fscanf function
call in C

2. The second line of the file contains pair of integers, formatted in ASClI
contai ning the width (nunmber of pixel columms) and the height (nunber of pixel
rows) .

3. The third line of the file contains the highest grey-scale value. For our
pur poses, this should be 255, and can be ignored.

4. The remainder of the file is a set of character values, witten in binary.
The val ues are the pixel intensities of each rowwitten in normal English
readi ng order. A value of 0 nmeans bl ack, and the maxi num val ue (255) neans
white. Because these values are binary, you mght want to use the getc function
call to read them



Each training character in the inage is contained in a 75 x 75 square. Thus the
upper left character is contained in the square with upper |eft coordinate (0, 0)
and | ower right coordinate (74,74). Please note that when you are given the
test inage it will NOT have characters laid out in the sane 75 x 75 grid. Only
the training inages are organized this way - so, your prograns should not have

t hese nunbers hard coded!

Submi tting your Project
You will hand in your programand a report which should include the foll ow ng:

1. A description of your solution to the editing problem

2. Results of the jacknifing procedure on the training set. This should include
a 10 x 10 confusion nmatrix. The (i,j)'th entry of this matrix is the nunber of
tinmes that a character in class i is classified as a character in class j.

| deally, you would only have nonzero entries on the nain diagonal (all correct),
but this is unlikely to happen. Results using both the edited and unedited data
sets shoul d be provided.

3. Simlar results on the test set.

Additionally, the TAw Il be testing the connected conponent part of your
program details on this will be forthconi ng.



