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χ2 is not exact

• χ2 is not exact

• Should not use if any cells are < 5

• Fischer’s exact test (hypergeometric distribution)
a b
c d
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Bonferroni Correction

• If you conduct multiple statistical tests, you must divide α by number of
tests

• If you have m tests and reject null at 0.05 for any of them, chance of
Type I error is multiplied by m
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Wrapup

• Next time: more specific tests (normal distributions)

• More limitations / caveats, more powerful

• HW3 out (on statistical tests)
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