Large-Scale Interlingual Machine Translation (NYI) and Development of a Framework for Large-Scale Translation, Tutoring, and Information Filtering (PFF/PECASE)

Bonnie J. Dorr
University of Maryland
Department of Computer Science
and Institute for Advanced Computer Studies
A.V. Williams Building
College Park, MD 20742

1 CONTACT INFORMATION

Email: bonnie@cs.umd.edu
Phone: 301-405-6768
Fax: 301-314-9658

2 OTHER AUTHORS AND AFFILIATIONS:

Nizar Habash, University of Maryland
Douglas Jones, Department of Defense
Maria Katsova, University of Maryland
Douglas Oard, University of Maryland
Mari Olsen, University of Maryland
Scott Thomas, University of Maryland
David Traum, University of Maryland
Clare Voss, Army Research Laboratory

3 RELATED WEB SITE FOR THE PROJECT

http://www.umiacs.umd.edu/~bonnie

4 PROGRAM AREA

2. Speech and Natural Language Understanding.

5 KEYWORDS

• LCS-based machine translation
• multilingual natural language processing
• interlinguas
• lexical acquisition
• cross-language information retrieval
• large scale resources

6 PROJECT SUMMARY

The main goal of the NYI and PFF/PECASE projects (1993–1997, 1997–1999) is to investigate the applicability of a lexical-based framework to large-scale natural language processing (NLP) tasks such as interlingual machine translation (MT), foreign language tutoring (FLT), and cross-language information retrieval (CLIR). Specifically, the project focuses on systematizing the relation between syntax and semantics in lexical representations and on constructing lexicons for multilingual NLP applications.

Currently, NLP systems are plagued with problems concerning extensibility to new languages or domains. This problem is addressed by application of a lexical-based framework that accommodates automatic lexicon construction and supports a broader range of cross-linguistic phenomena; the end result is a significant reduction in development time for large-scale NLP systems.

Four results of this research are: (1) a set of novel lexical representations that apply uniformly to languages as diverse as Arabic, English, Chinese, and Spanish; (2) translation and tutoring systems designed to use these novel lexical representations; (3) a general approach to automatic construction of large-scale lexicons for NLP applications; and (4) techniques for cross-language retrieval of texts from a multilingual information collection. The primary benefit of this research is the validation of a common semantic representation that may be used by different researchers to test long-standing hypotheses about computerized translation, tutoring, and information retrieval.

6.1 Lexical Conceptual Structure

An important component of any multilingual NLP system is the representation of meaning for words and sentences in each language. This project has focused on the development and enhancement of a meaning representation called lexical conceptual structure (LCS) that supports the development of multilingual NLP systems and automatic acquisition of multilingual lexicons. A set of correspondence rules have been devised to map this representation to its possible syntactic realizations (i.e., the range of possible syntactic structures associated with each word in a sentence). For example, all verbs defined in the semantic class of Clear Verbs—clear, clean, drain, empty—are assigned a basic template
containing away from as a meaning component; this is associated with a syntactic structure containing a preposition such as from or off (e.g., I cleared the dishes off the table).

While the basic LCS representation accommodates many types of lexical phenomena, more recent work demonstrates that the lexical-semantic representations and correspondence rules alone do not suffice for resolving more complex mismatches [14,15,20,21]. Thus, significant effort has been devoted toward the enhancement of the basic lexical-semantic framework, including the addition of conceptual descriptions for well-defined subclasses of predicates and the identification and formalization of different mechanisms required for resolution of complex linguistic mismatches [12,13,17]. An example is the translation of sentences between languages where there are aspectual distinctions as in the following English-Spanish case:

E: The plane flew across the field.

S: El avión cruzó el campo volando.

‘The plane crossed the field flying.’

Despite the different syntactic realizations above, the same underlying semantic representation is assigned to both sentences:

\[
\begin{align*}
\text{(cause (act loc (plane) (flyingly))} \\
\text{(to loc (plane) (across loc (plane) (field)))}
\end{align*}
\]

The main contribution of this work is the systematization of the relation between syntax (i.e., linguistic structure or ‘form’) and semantics (i.e., linguistic meaning or ‘content’) in lexical representations.

6.2 Use of LCS in Implemented Multilingual Systems

The LCS representation is the fundamental meaning representation used in three multilingual systems:

- A foreign language tutoring system (MILT) for Arabic and Spanish [5].
- A large-scale Chinese-English MT system [4,18,19].
- A large-scale cross-language information retrieval system [11,16].

Several computational properties have emerged as a result of incorporating LCS into these systems:

- Verb definitions are systematically partitioned into classes (e.g., Event vs. State) that enable the specification and application of semantic generalizations; thus, LCS-based lexical entries are efficiently constructed, accessed, and updated [1,2,6,7,8].
• The LCS captures enough meaning to perform accurate lexical selection (i.e., appropriate choice of target-language words) during the generation of an output sentence in MT and FLT systems [3,10].

• LCS principles provide a framework for controlling translation ambiguity in query translation techniques used for cross-language information retrieval applications [9].

6.3 Future Plans

Future plans include the development of routines for extraction of word senses from an interlingual analysis of text in order to add a natural language component to existing information retrieval engines. The main innovation of using an interlingua as the basis for the approach is that it will allow for a variety of languages—both source (i.e., input from a news group) and target (i.e., output into the users’ native tongue)—to be incorporated seamlessly into text retrieval systems.
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8 AREA BACKGROUND

NLP technology provides ways of programming the computer with enough information about language that it can build representations for such tasks as machine translation [23,24,26,32,35], foreign language tutoring [25,30], and multilingual information retrieval [11,33,34]. Currently, NL systems are plagued with problems concerning extensibility, particularly when designers attempt to scale up their systems so that they have broader coverage. The most significant bottleneck in this regard is the construction of machine-tractable lexicons
(i.e., large NL databases that relate words to their corresponding meanings) [22,27,28]. To date, designers have been forced to build such lexicons through laborious word-by-word recoding of already existing on-line dictionaries. More recently, researchers have examined linguistically-motivated frameworks—such as that of Levin [31]—which accommodate automatic lexicon construction and cover a wider range of cross-linguistic phenomena. The ultimate goal is to develop techniques that provide a substantial reduction in development time for large-scale NL systems.
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1. Virtual Environments.

3. Other Communication Modalities.


11 POTENTIAL RELATED PROJECTS

We are currently investigating the applicability of the linguistically-motivated framework described above to large-scale tasks in different languages and applications. One area of investigation is the use of text-based NLP techniques in man/machine interaction for a virtual visual environment. We are also investigating other communication modalities (such as speech) and human-computer interaction in applications such as foreign language tutoring and multilingual information retrieval. Finally, we are studying the application of NLP and tutoring techniques to the problem of handwriting instruction for children.