1. Introduction

There are numerous applications which need to continuously monitor a body of data for the occurrence of certain activities. However, real world activities tend to be high level and can often be executed in many different ways. Models of activities that account for such uncertainty have been devised in various communities and are based on context free grammars [8, 9], graphical models [4, 6] and stochastic automata [1]. However, we are not aware of any work that addresses the problem of indexing large bodies of observations to make activity retrieval more efficient. For instance, web sites typically maintain very large web server logs to determine what activity a user is trying to perform. Detecting this early may allow the web site to prefetch data for her (predicted) goals. As many existing models of activities already exist in the literature, we start with a known stochastic automata-based activity model from the computer vision field [1]. Our choice was based on the fact that this model is clearly useful for some applications (in vision) and is relatively simple. Moreover, we show that its graph structure provides a good opportunity to track multiple activities simultaneously.

The contributions of this paper may be summed up as follows. We develop: (i) a structure called a multi-activity graph and a multi-activity graph index that allow multiple activity graphs to be merged together and indexed; (ii) algorithms to build such indexes; (iii) algorithms to solve two types of queries defined in [1]. The Evidence problem tries to find all sequences of observations that validate the occurrence of an activity with a minimum probability threshold. The Identification problem tries to identify the most probable activity occurring in an observation sequence. The first problem is exponential – hence we introduce two different restrictions that allow to effectively compute it. Finally, we evaluate MAGIC experimentally both on a synthetic and on a real, depersonalized travel data set, and show that the MAGIC index can be built fast, occupies reasonable amounts of memory, and solves efficiently the two problems above.

2. Stochastic Activity Modeling: Overview

We adapt the stochastic automaton activity model for video described in [1] to the case of observation data.

Definition 1 (Stochastic activity) A stochastic activity is a labeled graph \((V, E, \delta)\) where: \(V\) is a finite set of action symbols; \(E\) is a subset of \((V \times V)\); \(\exists v \in V\) s.t. \(v v' \in E\) s.t. \((v', v) \in E\), i.e., there exists at least one start node in \(V\); \(\exists v \in V\) s.t. \(v v' \in V\) s.t. \((v, v') \in E\), i.e., there exists at least one end node in \(V\); \(\delta : E \rightarrow [0, 1]\) is a function that associates a probability distribution with the outgoing edges of each node, i.e., \(\forall v \in V\) \(\sum_{(v', v) \in E} \delta(v, v') = 1\).

We now present a small example of a stochastic activity.
Example 1 Figure 1 shows the stochastic activity associated with ordering products from an online store. A user first accesses the product catalog page (catalog) and either inspects the details of desired items (itemDetails) or continues with a previously saved cart (cart). The checkout process requires the user to select a shipping method (shippingMethod), choose a payment method (paymentMethod), review the final details of the order (review) and finally confirm it (confirm). At each stage during the payment process, the user can cancel the sequence and return to the cart and from there on to one of the item details. The probabilities labeling the edges have the following intuitive meaning: once the catalog action has been taken, there is a 0.9 probability that the user will check details of some item (itemDetails) and a 0.1 probability that she will continue with a previously saved shopping cart (cart).

Example 2 The activity in Figure 1 occurs in the web server log of Table 1, as the latter contains the sequence of observations with identifiers 1, 4, 7, 10, 13, and 14, corresponding to the activity instance \{catalog, cart, shippingMethod, paymentMethod, review, confirm\}. The span of this activity occurrence is [1, 10].

Table 1. Example web log

<table>
<thead>
<tr>
<th>id</th>
<th>ts</th>
<th>action</th>
<th>id</th>
<th>ts</th>
<th>action</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>catalog</td>
<td>2</td>
<td>2</td>
<td>itemDetails</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>itemDetails</td>
<td>3</td>
<td>2</td>
<td>cart</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>cart</td>
<td>4</td>
<td>4</td>
<td>itemDetails</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>itemDetails</td>
<td>6</td>
<td>5</td>
<td>shippingMethod</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>shippingMethod</td>
<td>8</td>
<td>6</td>
<td>cart</td>
</tr>
<tr>
<td>9</td>
<td>7</td>
<td>shippingMethod</td>
<td>10</td>
<td>11</td>
<td>confirm</td>
</tr>
</tbody>
</table>

Proposition 1 Given an observation table \(O\) and a stochastic activity \(A\), the problem of finding all occurrences of \(A\) in \(O\) takes exponential time, w.r.t the size of \(O\).

The reason for this is that there may be an exponential number of identifiable occurrences of \(A\) in \(O\), due to interleaving of activities. This result tells us two things. First, it is not feasible in practice, to try to find all occurrences. Instead, we will attempt to impose restrictions on what constitutes a valid occurrence in order to greatly reduce the number of possible occurrences. We will propose two constraints applicable in most real-world scenarios. Second, due to the size of the search space, it is important to have a data structure that enables very fast searches for activity occurrences. We will propose the MAGIC index structure that allows us to answer the Evidence and Identification problems efficiently.

Consider the activity in Figure 1 and the following set of observations: \{catalog, cart, shippingMethod, paymentMethod, review, confirm, confirm\}. This leads to two activity occurrences, one for each of the confirm actions. Our first restriction requires that if two occurrences \(O_1\) and \(O_2\) are found in the observation sequence and the span of \(O_2\) is contained within the span of \(O_1\), we will discard \(O_1\) from the set of results. This is called the minimal span restriction (MS for short).

Definition 4 (MS restriction) Let \(O_1 = \{o_1, \ldots, o_k\} \subseteq O\) and \(O_2 = \{o'_1, \ldots, o'_l\} \subseteq O\) be two occurrences of the same activity. We say that the span of \(O_1\) is less than or
equal to the span of $O_2$ (written $\text{span}(O_1) \leq \text{span}(O_2)$) iff $o_1.ts \geq o_1.ts$ and $o_2.ts \leq o_1.ts$. Under the MS restriction, we only consider occurrences that are minimal w.r.t. span.

The MS restriction, by itself, may still allow exponentially many occurrences of an activity. This is because multiple occurrences may have the same span.

Our earliest action (EA for short) restriction requires that when looking for the next action symbol in an activity occurrence, we always choose the first possible successor in the sequence. For instance, consider the activity definition $v_1 \xrightarrow{1} v_2 \xrightarrow{1} v_3$ and the observation sequence $\{v_1^1, v_2^2, v_1^3, v_2^4, v_3^5\}$ where $v_i^j$ denotes the fact that action $v_i$ was observed at time $i$. There are two occurrences starting with $v_1^3$, namely $\{v_1^3, v_2^4, v_3^5\}$ and $\{v_1^4, v_2^5\}$. Under the EA restriction we only consider $\{v_1^3, v_2^4, v_3^5\}$, since $v_5^3$ is the first possible successor to $v_1^3$. This restriction makes the search space linear in the size of the observation sequence.

**Definition 5 (EA restriction)** An activity occurrence $\{o_1, \ldots, o_n\} \subseteq O$ is said to have the earliest action property if $\forall i \in [2, n], \exists \delta w_i \in O$ s.t. $w_i.ts < o_i.ts$ and $\{o_1, \ldots, o_{i-1}, w_i, o_{i+1}, \ldots, o_n\}$ is an occurrence of the same activity.

We now formally state the types of queries we are interested in. The Evidence problem is stated as: given an observation table $O$, a set of activities $A$, a time interval $(t_s, t_e)$, and a probability threshold $p_t$, compute all the (possibly restricted) occurrences $X$ in $O$ of activities in $A$ such that $X$ occurs within the interval $(t_s, t_e)$ and $\text{prob}(X) \geq p_t$.

The Identification problem is stated as: given an observation table $O$, a set of activities $A$, and a time interval $(t_s, t_e)$, find the activity which occurs in $O$ in the interval $(t_s, t_e)$ with maximal probability among the activities in $A$. A solution to the identification problem could be biased by the fact that shorter activity occurrences will generally tend to have higher probabilities. To remedy this, we normalize occurrence probabilities as defined in [1], by introducing the relative probability $p^*$ of an occurrence $X$ of activity $A$ as $p^*(X) = \frac{\text{prob}(X) - p_{\min}}{p_{\max} - p_{\min}}$, where $p_{\min}, p_{\max}$ are the lowest and highest possible probabilities of any occurrence of $A$.

### 4. Multi-Activity Graph Index Creation

In order to monitor observations for occurrences of multiple activities, we first merge all activity definitions from $A = \{A_1, \ldots, A_k\}$ into a single graph. We use $\text{id}(A)$ to denote a unique identifier for activity $A$ and $I_A$ to denote the set $\{\text{id}(A_1), \ldots, \text{id}(A_k)\}$.

**Definition 6 (Multi-activity graph)** Let $A = \{A_1, \ldots, A_k\}$ be a set of stochastic activities, where $A_i = (V_i, E_i, \delta_i)$. A Multi-Activity Graph is a triple $G = (V_G, I_A, \delta_G)$ where: (i) $V_G = \cup_{i=1}^k V_i$ is a set of action symbols and (ii) $\delta_G : V_G \times V_G \times I_A \rightarrow [0, 1]$ is a function that associates a triple $(v, v', \text{id}(A_i))$ with $\delta_i((v, v'))$, if $(v, v') \in E_i$ and $0$ otherwise.

A multi-activity graph merges a number of stochastic activities. It can be graphically represented by labeling nodes with action symbols and edges with the id’s of activities containing them, along with the corresponding probabilities (we do not explicitly represent edges with probability $0$). Note that for a set $A$ of activities, the multi-activity graph can be computed in time polynomial in the size of $A$. Figure 2 shows two stochastic activities, $A_1$ and $A_2$, and the corresponding multi-activity graph.

![Figure 2. Stochastic activities and multi-activity graph](image-url)

If $A = (V, E, \delta)$ is an activity and $v \in V$, we use $A.p_{\max}(v)$ to denote the maximum product of probabilities on any path in $E$ between $v$ and an end node. The multi-activity graph index data structure allows us to efficiently monitor activity occurrences as new observations occur.

**Definition 7 (Multi-activity graph index)** Let $A = \{A_1, \ldots, A_k\}$ be a set of stochastic activities, where $A_i = (V_i, E_i, \delta_i)$, and let $G = (I_A, V_G, \delta_G)$ be the multi-activity graph built over $A$. A Multi-Activity Graph Index is a 6-tuple $I_G = (G, \text{start}_G, \text{end}_G, \text{max}_G, \text{table}_G, \text{completed}_G)$, where:

- $\text{start}_G : V_G \rightarrow 2^A$ is a function that associates with each node $v \in V_G$, the set of activity-id’s for which $v$ is a start node;
- $\text{end}_G : V_G \rightarrow 2^A$ is a function that associates with each node $v \in V_G$, the set of activity-id’s for which $v$ is an end node;
- $\text{max}_G : V_G \times I_A \rightarrow [0, 1]$ is a function that associates a pair $(v, \text{id}(A_i))$ with $A_i.p_{\max}(v)$. If $v \in V_i$ and 0 otherwise;
- For each $v \in V_G$, $\text{table}_G(v)$ is a set of tuples of the form $(\text{current}, \text{activityID}, t_0, \text{probability}, \text{previous}, \text{next})$, where $\text{current}$ is a reference (pointer) to an observation, $\text{activityID} \in I_A$, $t_0, \text{probability} \in \mathbb{R}^+$, $\text{previous}$ and $\text{next}$ are references to tuples in $\text{table}_G$;
- $\text{completed}_G : I_A \rightarrow 2^P$ where $P$ is the set of tuples in $\text{table}_G$, is a function that associates an activity identifier $\text{id}(A)$ with a set of references to tuples in $\text{table}_G$ corresponding to a completed instance of activity $A$. 

Note that $G$, $\text{start}_G$, $\text{end}_G$, $\text{max}_G$ can be computed a-priori. All the tables that are part of the index will be initially empty. As new observations are added, the index tables will be updated accordingly. The MAGIC index tracks information about which nodes are start and/or end nodes for the original activities. For each node, it also stores (i) the maximum probability of reaching an end node for each activity in $\mathcal{A}$, (ii) a table that tracks partially-completed activity instances where each tuple points to an observation whose action is part of the activity instance, as well as to the previous and successor tuples. In addition, each tuple stores the probability of the activity occurrence so far, and the time at which the partial occurrence began.

4.1. MAGIC Insertion Algorithm

This section describes an algorithm to update the MAGIC index (when new observations occur) under the MS and EA restrictions. We briefly discuss the changes necessary to implement the unrestricted case. Figure 3(a) shows the algorithm under the MS, EA restrictions.

Example 3 Figure 4 shows the evolution of the index for the multi-activity graph of Figure 2, as new observations are collected. The first observation denotes action $a$. Since both activities $A_1$ and $A_2$ have $a$ as their start node, two tuples are added to the index table associated with action $a$, i.e. $\text{tables}_G(a)$. The second observation denotes again action $a$; to apply the minimal span restriction, the tuples in $\text{tables}_G(a)$ are updated to point to the new observation. The third observation has action $b$, so the insertion algorithm looks at $\text{tables}_G(a)$, whose corresponding action is the only predecessor of $b$ in the multi-activity graph, to check whether the new observation can be linked to a partially-completed occurrence. The observation can in fact be linked to the first tuple in $\text{tables}_G(a)$ (for activity $A_1$), thus a new tuple is added to $\text{tables}_G(b)$ with probability equal to the product of the probability of the tuple in $\text{tables}_G(a)$ and the probability of the edge from $a$ to $b$. The fourth observation has action $b$; to apply the earliest action restriction we do not link it to the first tuple in $\text{tables}_G(a)$ that already has a successor. The fifth observation has action $c$, and can be linked to the second tuple in $\text{tables}_G(a)$ (for activity $A_2$), so a new tuple is added to $\text{tables}_G(c)$. The sixth observation has action $d$, so the insertion algorithm looks at $\text{tables}_G(b)$, $\text{tables}_G(c)$, and $\text{tables}_G(e)$, and adds 2 new tuples to $\text{tables}_G(d)$, the first linked to the one in $\text{tables}_G(b)$ (for activity $A_1$) and the second to the one in $\text{tables}_G(c)$ (for activity $A_2$). Moreover, as $d$ is an end node for both activities $A_1$ and $A_2$, pointers to the newly added tuples are added to $\text{completed}_G(id(A_1))$ and $\text{completed}_G(id(A_2))$, respectively.

**Proposition 2** Algorithm `insert` runs in time $O(|\mathcal{A}| \cdot \max_{v \in V} |\delta(v)\cdot |O|)$, where $O$ is the set of observations indexed so far.

For space reasons, we omit a detailed description of how the algorithm in Figure 3(a) can be changed to compute unrestricted occurrences\(^1\).

The MAGIC-evidence algorithm (Figure 3(b)) finds all minimal sets of observations that validate the occurrence of activities in $\mathcal{A}$ with a probability exceeding a given threshold. For reasons of space, we omit a formal description of the MAGIC-id algorithm that solves the Identification problem.

\(^1\)Briefly, when looking at observations corresponding to start nodes, we no longer need to update start nodes, so we remove lines 1-5 and add a tuple to $\text{tables}_G(t_{\text{new action}})$ for any activity $id \in \text{start}_G(t_{\text{new action}})$. When looking at observations corresponding to inner nodes in the activity graph, we can have multiple successors for a single MAGIC tuple, hence we remove the condition $t_{\text{next}} = \bot$. Moreover, when iterating over $\text{tables}_G(v)$, we relax the condition of having maximal $t_0$. 

---

**Figure 3.** (a) Multi-activity graph index maintenance algorithm (MS, EA); (b) Algorithm MAGIC-evidence
tion problem. MAGIC-id simply identifies those tuples in completedG (and hence the set of associated activity IDs) that have maximum probability and are within the required time span.

**Proposition 3** Algorithms MAGIC-evidence and MAGIC-id terminate and return the correct answers.

We omit a proof of the above proposition for space reasons.

### 5. Experimental Results

Our MAGIC implementation consists of approximately 5400 lines of C code running on a Pentium 4 3.2Ghz with 2 GB of RAM running SuSE 9.3. All experiments were averaged over 10 independent runs. We use paired t-tests and z-score tests (where applicable) to determine statistical significance.

**Data sets.** We evaluated MAGIC on (i) a synthetic dataset of 5 million observations generated automatically, using two separate Java programs; (ii) a third party depersonalized dataset consisting of travel information such as hotel reservations, passport and flight information, containing approximately 5.5 million observations. We enhanced the second dataset by adding bogus credit card transactions for purchases, transportation, etc. The final dataset consists of 7.5 million observations and requires 1.05 GB of memory/disk space. We manually developed 30 activity definitions from activities that occur in the dataset.

**MAGIC Index Creation Time and Memory Requirements.** Figure 5(a) and (b) show the time to build the index and the memory used for the index for the synthetic dataset. Note that the x-axis is on a log-scale. As expected, it took approximately 10 minutes and 588 MB to build the unrestricted MAGIC structure for 50,000 observations – we stopped running experiments on the unrestricted version on MAGIC at this time. The three restrictions we defined in the paper yield significantly better results. We are able to process the entire dataset in 86 and less than 1.5 seconds for the MS and EA restrictions respectively. For reasons of space, we do not show similar figures for the travel data set – however, with 7.5M observations, the MAGIC structure is built in under 3 minutes with 150MB memory under the MS restriction.

**Query Time.** Finally, we look at the average query time on the synthetic dataset. We generated 75 evidence and 75 identification queries. Each query was run on 10 intervals generated uniformly at random encompassing between 1% and 75% of the data. Each evidence query was also run with 5 distinct thresholds selected uniformly at random. The running times reported in Figure 5(c) are an average over the entire set of queries. Query answering times are always below 2 seconds for any restrictions, showing that the MAGIC structure handles activity occurrences efficiently.

### 6. Related Work and Conclusions

There is a large body of work in the AI community on plan and activity recognition, a large portion of which
First, we define the multi-activity graph that stores body pose vectors in different frames. In videos on top of multidimensional index structures that have been addressed before. Indexing has primarily been used to quickly retrieve past activities or plans to recognize activities in a new set of observations (or a new video). Duong et al. [4] introduce the Switching Hidden Semi-Markov Model (S-HSMM), a two-layered extension of the Hidden Semi-Markov Model (HSMM). The bottom layer represents atomic activities and their duration using HSMMs, while the top layer represents a sequence of high-level activities, defined in terms of atomic activities. [7] uses non-stationary HSMMs to model the dependency of transition probabilities on the duration an agent has spent in a given state. Dynamic Bayesian networks can also be used for tracking and recognizing multi-agent activities [5]. The CFG-based representation of human activities [8, 9] and interactions enables to formally define complex activities based on simple actions. The problem of recognizing multiple interleaved activities has been studied in [2], where the authors propose a symbolic plan recognition approach, relaying on hierarchical plan-based representation and a set of algorithms that can answer a variety of recognition queries.

However, to the best of our knowledge, the problem of indexing large amounts of observations for the purpose of quickly retrieving completed instances of activities has not been addressed before. Indexing has primarily been used as a method to retrieve past activities or plans to recognize activities in a new set of observations (or a new video). For instance, [3] proposes recognition of human activities in videos on top of multidimensional index structures that store body pose vectors in different frames.

Our work brings two important novel contributions. First, we define the multi-activity graph that captures many activity in a single labeled stochastic automata. Second, we define the MAGIC index structure that can index millions of observations from interleaved activities and retrieve completed instances of these in just a few seconds. We also introduce two reasonable restrictions that reduce the overall complexity of the activity recognition problem to a manageable level. Finally, we experimentally evaluate our algorithms on both a synthetic and a third-party dataset and show that MAGIC is very fast and has reasonable memory consumption.
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Figure 5. (a) MAGIC build time variation with the number of observations in the synthetic dataset; (b) MAGIC memory requirements for the synthetic dataset; (c) MAGIC query time.