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~ Abstract—In recent years, the theories of Sparse Representa- robust and secure physiological biometrics recognitiochsu
tion (SR) and Compressed Sensing (CS) have emerged as powerful g5 face and iris [6], [7], [9], [1]. In this paper, we categei

tools for efficiently processing data in non-traditional ways. An o504 ches to biometrics based on sparse representations.
area of promise for these theories is biometric identification.

In this paper, we review the role of sparse representation and
CS for efficient biometric identification. Algorithms to perform

22N\

identification from face and iris data are reviewed. %ﬁﬁfﬁ%

By applying Random Projections it is possible to purposively @
hide the biometric data within a template. This procedure can A\

be effectively employed for securing and protecting personal
biometric data against theft. Some of the most compelling
challenges and issues that confront research in biometrics using

sparse representations and CS are also addressed. )
Index Terms—Cancelable biometrics, Random Projections, //
Sparse Representations, Iris recognition, Face recognition. **WM’*H’*"
p p g g Ly
I. INTRODUCTION

Biometrics refers to the physiological or behavioral char-Fig- 1.  Examples of different physiological (face, iris, femgrint, hand
acteristics of a person. Since many physical charactsjsti 92°Me"Y) and behavioral (voice, signature) biometrics.
such as face, and behavioral characteristics, such as, @iee
unigue to an individual, biometric analysis offers a reladnd
natural solution to the problem of identity verification.

However, with the increasing use of biometrics, more and This paper is organized as follows. In section I, we
more concerns are being raised about the privacy of biometribriefly discuss some of the methods proposed for biometrics
data and identity theft. Since biometric characteristiasnot  recognition based on SR and CS. Section Il presents theespar
be changed, the loss of privacy is permanent if they argepresentation-based classification algorithm and déssose
ever compromised. To deal with the privacy and protectiorof the recognition results on face and iris biometrics. In
of personal data, the notion of Cancelable Biometrics hasection IV, we present a way to incorporate security within
been introduced. A cancelable biometric scheme intentiona the SRC algorithm by random projections. We discuss how
distorts the original biometric pattern through a revoeadohd  this method can be extended for other biometrics in section V
non-invertible transformation. The objectives of a caabld and some of the challenges and issues confront biometrics
biometric system are as follows [3]: recognition using SR and CS are discussed in section VI.

. Different templates should be used in different applica-Finally, concluding remarks are made in section V.
tions to prevent cross matching.
. Template computation has to be non-invertible to prevent !l- BIOMETRICS RECOGNITION BASED ONSRAND CS

illegal recovery of biometric data. In this section, we briefly describe some of the methods
« Revocation and reissue should be possible in the event ¢froposed for iris and face biometrics based on SR and CS. In
compromise and [9], Phillips proposed matching pursuit filters for facetfea
« Recognition performance should not degrade when @etection and identification. The filters are designed tinoa
cancelable biometric template is used. simultaneous decomposition of a training set into a 2D veivel
In recent years, Sparse Representation (SR) and Conexpansion designed to discriminate among faces. It wasrshow
pressed Sensing (CS) have received a great interest in ¢emputhat the resulting algorithm was robust to facial exprassiod
vision and biometrics. They have been successfully used fahe surrounding environment.

A. Organization of the Paper
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Compressed sensing has shown it is possible to efficientlgpan of the training samples from the clas3 his implies that
compress signals using a sparse representation [10],[d1]. most of the coefficients not associated with class & will be
turn, this has lead to a resurgence of interest in the pilie€ip close to zero. Hencey' is a sparse vector. This algorithm can
of sparse representation for recognition. Recently, Wrigtht also be extended to deal with occlusions and random noise.
al. [1] introduced an algorithm, called Sparse RepersentationFurthermore, a method of rejecting invalid test samples can
based Classification (SRC), based on SR and CS. This workso be introduced within this framework [1]. In particylar
was later extended to handle pose and illumination vanatio  to decide whether a given test sample is a valid sample or
[12], [13] and for iris recognition in [6]. Nagesh and Li [14] not, the notion of Sparsity Concentration Index (SCI) hasnbe
presented an expression invariant face recognition based @roposed in [1]. See [1] and [6] for more details.
ideas from the distributed compressed sensing and joimt spa To illustrate the effectiveness of the SRC algorithm for
sity models. Also, Liet al. [15] presented a face recognition face and iris biometrics, we highlight some of the results
method based on sparse representation for recognizing@D fapresented in [1] and [6]. The recognition rates achievecdhiy t
meshes under expressions using low-level geometric fetur SRC method for face recognition with different features and

Following [1] and [6], in what follows, we briefly describe dimensions are summarized in Table | on the extended Yale B
the SRC method for the physiological biometrics recognitio Dataset [22]. As it can be seen from Table | the SRC method
In particular, we show how one can incorporate cancelgbilit achieves the best recognition rateds8f09% with randomfaces

[7] within this framework. of dimension504.
TABLE |
1. SPARSEREPRESENTATIONBASED CLASSIFICATION RECOGNITIONRATES (IN %) OF SRC ALGORITHM [1] ON THE EXTENDED
(SRC) YALE B DATABASE.

The ic_iga proposed in [1] in .us_ing SR anq CSs te_chniques [ Dimension | 30 | 56 | 120 | 504 |
for classification is to create a dictionary matrix of thdrtiag Eigen 865 | 9163 ] 9395 96.77
samples as column vectors. The test sample is also repeesent Laplacian || 87.49 | 91.72 | 93.95 | 96.52
as a column vector. Different dimensionality reduction noels 5 Random | ?421'2(7) gé-‘l‘g ggig gg-?g
are used to reduce the dimension of both the test vector and th e e : -

vectors in the dictionary. One such approach for dimensityna
reduction is random projections [7]. Random projectiorsing
a generated sensing matrix, are taken of both the dictionary Partial face features have been very popular in recover-
matrix and the test sample. It is then simply a matter ofing the identity of human face [28], [1]. The recognition
solving an/; minimization problem in order to obtain the results on partial facial features such as an eye, nose, and
sparse solution. Once the sparse solution is obtained,nit camouth are summarized in Table Il on the same dataset. The
provide information as to which training sample the testeec  SRC algorithm achieves the best recognition performance
most closely relates to. of 93.7%,87.3%,98.3% on eye, nose and mouth features,
Let each image be represented as a vect@®'in A be the respectively and it outperforms the other competitive roeth

dictionary (i.e. training set) ang be the test image. The SRC such as Nearest Neighbor (NN), Nearest Subspace (NS) and
algorithm is as follows: Support Vector Machines (SVM). These results show that SRC

can provide good recognition performance even in the case

1) Create a matrix of training samples= [Aq, ..., A;] for ’ -
when partial face features are provided.

k classes, wherdl; are the set of images of each class.
2) Reduce the dimension of the training images and a test »

image by any dimensionality reduction method. Denote

the resulting dictionary and the test vector 4sand g,

respectively.

3) Normalize the columns ofl and . @) (b) .. ©)
4) Solve the f0||OW|ng€1 minimization prOblem Fig. 2. Examples of partial facial features. (a) Eye (b) NageMouth.
& =argmin || o ||, subjecttog = Ao/, (1)
@ TABLE I
5) Calculate the residuals RECOGNITION RESULTS WITH PARTIAL FACIAL FEATURES[1].
ri(7) = |7 — Adi(&)||2, Right Eye | Nose | Mouth
Dimension 5,040 4,270 | 12,936
for ¢ = 1,...,k where; a characteristic function that SRC 93.7% | 87.3% | 98.3%
selects the coefficients associated with tfeclass. NN 68.8% | 49.2% | 72.7%
6) Identify(y)= in; 7 (7) NS 78.6% | 83.7% | 94.4%
=arg mi; 7i{y). SVM 85.8% | 70.8% | 95.3%
The assumption made in this method is that given sufficient
training samples of thg'” class,A4;,, any new test imagg that One of the main difficulties in iris biometric is that iris im-

belongs to the same class will approximately lie in the lineaages acquired from a partially cooperating subject oftdfesu



from blur, occlusion due to eyelids, and specular reflestids
a result, the performance of existing iris recognition egst
degrade significantly on these images. Hence, it is es$entia
to select good images before they are input to the recognitio
algorithm. To this end, one such algorithm based on SR for
iris biometric was proposed in [6] that can select and rezegn
iris images in a single step. The block diagram of the method
based on SR for iris recognition is shown in Figure 3.

SCI > Threshold

Reject Image

Yes
Compute
Reconstruction Error
Select
Minimizer

Fig. 3. Block diagram of the method proposed in [6] for the sibe and
recognition of iris images.

In Figure 4, we display the iris images having the least

Fig. 4. Iris images with low SCI values in the ND dataset. Ndtat tthe
images in (a), (b) and (c) suffer from high amounts of blur, vsidn and
segmentation errors, respectively .

cancelability in face biometrics. RPs on different regiohgis

were applied for cancelability in [7]. In what follows, wecshk

how RPs can be incorporated into the sparse representation
framework for cancelability.
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Fig. 5. Random Projections for cancelable biometrics.

Let ® be anm x n random matrix withm < n such

SCI value for the blur, occlusion and segmentation erroth@t each entryg; ; of @ is an independent realization a

experiments performed on the real iris images in the Unityers

random variable on a probability measure space. Consiger th

of Notre Dame ND dataset [23]. As it can be observed following observations

the low SCI images suffer from high amounts of distortion.

The recognition performance of the SR based method for iris

biometric [6] is summarized in Table IIl. As it can be seen
from the table SRC provides the best recognition perforrmanc
over that of NN and Libor Masek’s iris identification source
code [24].

TABLE Il
RECOGNITION RATE ON ND DATASET [6].

Image Quality || NN Masek’s Implementation SRC
Good 98.33 975 99.17
Blured 95.42 96.01 96.28

Occluded 85.03 89.54 90.30
Seg. Error 78.57 82.09 91.36

IV. CANCELABILITY THROUGHRANDOM PROJECTIONS

z=®y = DPAa = Aa. (2)

z can be thought of as a transformed version of the biometric
y. One has to recover the coefficientsn order to apply the
sparse recognition method explained in the previous sectio
As m is smaller tham, the system of equations (2) is underde-
termined and the unique solution efis impossible. However,
due to the sparsity ofe and under certain conditions o,

one can recovet: by solving the following¢; minimization
problem

@=argmin | o ||, s.t z=Ad. (3)
Oé/
One sulfficient condition for (1) to stably approximate the

sparsest solution of (2), is known as the Restricted Isgmetr
Property (RIP)[10], [21], [20]. A matrixp A is said to satisfy

The idea of using Random Projections (RP) for cancelabilityhe RIP of orderk” with constantsx € (0,1) if

in biometrics has been introduced before [16], [18], [7]. In

[16] and [18], RPs of discriminative features were used for

(1=0x) v 3l @Av [[F< 1+ 65) [0 3 (4)



for any v such that|| v |[,< K. When RIP holds,#A  A. Sector-based RPs for cancelable iris biometrics
approximately preserves the Euclidean length Fofsparse

vectors. WhenA is a deterministic dictionary an@® is a _ _ ,
random matrix, we have the following theorem on the RIPP S mede secloreg e image _nvapped s Image
of ®A.

Theorem 1. ([19]) Let A € R™*™ be a deterministic dictio-

e

Segmentation

nary with restricted isometry constadf (A). Let ® € R™*" S ] [Saber ] [[Sabor | [Sabor]
be a random matrix satisfying Random Matrix ‘ —r ¥
e )] PR R EY

P ([ @v]? = o] = <|lv]?) < 2e75°, <€ (0,3) () | C? |

for all v € R™ and some constant> 0 and assume
SRP Vector

m > C6 2 (K log(m/K) +log(2e(1+12/8)) +t)  (6)
for somes ¢ (0’ 1) and¢ > 0. Then, with probability at least Fig. 6. Block Diagram of Sectored Random Projections [7].
1 — et the matrix®A has restricted isometry constant

Src (BA) < Gx(A) + (1 + 65 (A)). 7) Empirically we have found that applying the random pro-

jections directly on the iris images leads to a degradation i
The constant satisfie§ < 9/c. performance due to the following reasons. In real iris insage
ddespite good segmentation algorithms, there will still bme

n : . .
outliers due to specular reflections, eye lashes and eyelids
Also, different parts of the iris have different quality [29
By taking a linear transformation of the entire vector, we
combine the good iris regions as well as the outliers and

The following are some of the matrices that satisfy (5) a
hence can be used as random projections for cancelability.
« m x n random matricesP whose entriesp; ; are inde-

pendent realizations of Gaussian random variablegs~

N(O’%)' o . . thereby corrupting the data. To avoid this, one can divide
« Independent realizations at1 Bernoulli random vari- o iris into different sectors then apply random projewio
ables on each sector separately and concatenate them to form the
i = { +1/y/m,  with probability cancelable template (see Fig. 6) [7]. Hence, outliers camipb
" —1/y/m, with probability 3. only the corresponding sector and not the entire iris vector

« Independent realizations of related distributions such asSince outliers due to eyelids and eye lashes are presenaonly

57 h bability 1 the top and bottom of the iris images, only a small number of
+ m, with probability =

) ' e sectors get corrupted in practice. This mitigates the rolbf
¢ij =19 0, with probability 5 reduction in useful information, mentioned in [17]. Diféet
—/3/m, with probability 5. iris sectors can be viewed as partial features similar tsetho
« Multiplication of any m x n random matrix® with a  considered in the previous section for face biometrics.eOnc
deterministic orthogonat x n matrix D, i.e. ®D. RPs have been applied, they can be viewed as transformed

Note that RPs meet the various constraints required foyersions of the original iris and SRC algorithm can be used
cancelability. By using different RP matrices, we can issudOr identification. A block diagram of the random projecton
different templates for different applications. If a triorsed ~ Pased cancelable system is shown in Fig. 7.
pattern is compromised, we can reissue a new pattern by

applying a new random projection to the iris vector. The Enrollment Verification
RIP properties together with the sparsity af ensure that liris Image]

the recognition performance is preserved. In the apptioati
database, only the transformed dictiondryl is stored. If a [Gabor Featureg  [Random Matrix]
hacker illegally obtains the transformed dictionab4 and
the transformed iris patterns of the user,he or she will
have access to the person’s identity. However, it is extheme

User Specifig
Matrix

Gabor Features

[Transformed Features

ransformed Features

difficult to obtain the matrix4 from ® A, and withoutA one
cannot obtain the original iris patterns Hence, the resulting _ _
cancelable scheme is non-invertible as it is not possible to S — [Sparsity Based Recognitioh
obtain the original iris patterns from the transformed gais. Application Database

Furthermore, since this method is based on pseudo-random
number generation, we only consider the state space corre- (@) (b)

sponding to the value taken by the seed of the random number

generator. Hence, instead of storing the entire matrix,corg Fig. 7. Block Diagram of the Random Projections based cahéelsystem.
needs to store the seed used to generate the RP matrix.



V. EXTENSION TO OTHER BIOMETRICS C. Number of training samples

The methods presented in [1] and [6] harnessing sparsity

Even though SR-based recognition algorithms have beeQre very effective yet they suffer from some limitationsr Fo

{:)hroposed flor %hySIOJOg('jC?; ]E:)lomt(;trlcs hSU(.:hl as fa}ce gng r']r'sinstance, for good recognition performance, the trainingge
they can aiso be extended for other pnysiological and behayg,, ;o required to be extensive enough to span the conditions
ioral biometrics such as fingerprints, palmprints and speec

. ; . that might occur in the test set. For example in face biometri
For instance, in [8], ideas from the CS theory are used fo 9 P '

. bust K ition. Unlik . i to be able to handle illumination variations in the test imag
Pmse o ES Sﬁeﬁ er rlfcogn:( lon. bn |fe pre\gou_s thr)] mﬂ?h more and more training images are needed in the gallery. But
rameworks which work on a frame-by-irame basis, the me 0% most realistic scenarios, the gallery contains only @lsin
preser_lted in (8] focqses on _explo_ltmg information from_ 4or a few images of each subject and it is not practical to
large time-context. l_Jsmg a sliding window gpproach, dsedi assume availability of multiple images of the same person
speech representations are constructed using a sparsseepr under different illumination conditions. Another limitah of
tation of the reliable features in an overcomplete dictigrat

lean. fixed-lenath h exemplars. The effectivenetsof this approach is that the large size of the matrix, due to
cliean, fixed-length speech exemplars. the elieCivenessnl .. inclysion of the large number of gallery images, can
algorithm is demonstrated with several experiments.

o : _ o tremendously increase the computational as well as thagstor
Even though the majority of fingerprint verification and complexity which can make the real-time processing very

identification systems are based on the matching of minutiagyisicult. Can sparsity motivated dictionary learning meds
based representations, a number of algorithms exist WhEh a ¢ar solution to this problem?

based on iconic matching [25]. In this case the gallery of
training fingerprint samples can be stacked with thenatrix ~ D. Multi-modal biometrics based on SR and CS

to form the biometric dictionary. In order to cope for chasige  The topic of multi-modal biometrics has gained strong
in orientation and position of the finger, several images ofnterest in recent years [27]. In this approach, multiple-bi
the finger from the same subject should be included in eachetrics data (either coming from the same sensing device
column of A. Due to the simple structure of a fingerprint or from different sources) are fused together and processed
image, a large compression can be performed on the columRgith a single matching algorithm or with several concurrent
of A allowing for a compact representation of the datasetg|gorithms. The scores produced by different algorithnmsti
Alternatively, an hybrid representation can be employeedreh 3|50 fused to produce a single matching score for identificat

the test fingerprint image is aligned and de-rotated acogrdi Can SR and CS based methods offer better solutions for multi-
to the position and orientation of the fingerprints in thdegg®l  modal biometric fusion?

VII. CONCLUSION

In this paper, we reviewed some of the approaches to bio-
A number of challenges and issues confront biometricgnetrics recognition based on the recently introduced tasor
recognition using SR and CS. Below we list a few. of sparse representation and compressed sensing. Fuotieerm
we discussed a way to incorporate cancelability into the
SR-based method for biometrics recognition using random
projections. Even though, the main emphasis was given to

[6] attempts to propose a method for iris recognition fromface and iris biometrics, these methods can offer comgellin
video based on SR. Is it possible to extend this method fopolutions to other biometrics such as gait, speech, pafmpri
other biometrics recognition from video? In this case theand fingerprint, as well as for multibiometric fusion.
columns of A are composed of “dynamic features” extracted
from the video samples of each subject in the dataset [26]. A

video-based reduction of redundancy may be easily apptied t 1S work was partially supported by an ONR MURI
reduce the dimensionality of the dictionary matrlx Grant N00014-08-1-0638 and by a grant of the European
Commission, under the COST action 2101. VMP would like

to thank Jai Pillai for his various comments and discussion.
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