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ABSTRACT
We develop the reason model of precedential constraint in the

context of a hierarchy of intermediate legal concepts, based on

the idea that constraint depends, not just on the ultimate decision

reached in a case, but on the variety of intermediate decisions that

may constitute judicial opinions. After developing this model, we

study the relation between constraint in a full hierarchical setting

and constraint in a setting in which hierarchies, cases, and case

bases are flattened into structures corresponding to those at work

in the standard reason model. We show that constraint in the full

hierarchical setting may be lost in the flattened setting, but also,

and more surprisingly, that new patterns of constraint might appear

in the flattened setting that were not present in the full hierarchical

setting.

CCS CONCEPTS
• Computing methodologies → Knowledge representation
and reasoning; • Applied computing → Law.
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1 INTRODUCTION
The earliest computational models of case-based legal argument

in the Rissland/Ashley tradition were essentially flat, representing

legal information in a space of unrelated factors and dimensions

[3, 17]. The same holds true of many of the more recent models of

precedential constraint, which were constructed on the basis of this

initial Rissland/Ashley representation; an early paper on the reason

model of constraint, for example, explicitly noted that the account

“simplifies by assuming that precedential reasoning involves only a

single step, proceeding from the factors present in a case directly to

a decision in favor of the plaintiff or defendant, instead of moving

through a series of intermediate legal concepts” [12, p. 28].
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In the computational study of legal argument, the restriction to

a flat representational framework did not last long. Aleven soon

showed with CATO how a more subtle understanding of argument

moves could be developed on the basis of a hierarchical organization

of legal concepts [1, 2]. A similar hierarchical organization figured

in Brüninghaus and Ashley’s work on legal prediction [8], and in

Prakken and Sartor’s work on modeling case-based legal argument

within a logical framework [16].

Turning from argument analysis and legal prediction to con-

straint, Bench-Capon and Atkinson [4] have recently recommended

an “issue-based” version of the reason model of precedential

constraint—where “issues” are high-level concepts in the hierar-

chy of legal information. More exactly, Bench-Capon and Atkinson

think of issues as concepts that are so high in the hierarchy that

any further relation between these concepts and an overall legal

judgment is purely deductive. Taking the trade-secrets domain as

an example, they illustrate the deductive relation between issues

and overall judgments by noting that, in this domain, an overall

judgment for the plaintiff is determined by the separate conclusions

“both that [a particular body of] information was a trade secret and
that it was misappropriated”—so that these two concepts, the con-

cepts of a trade secret and of misappropriation, are the relevant

high-level issues [4, p. 17]. Their suggestion, then, is that, rather

than evaluating the entire set of factors en masse as supporting

an overall judgment for the plaintiff or the defendant, as in the

ordinary reason model, it is better to evaluate the factors that bear

on these particular legal issues separately, resolve those issues on

their own, and then rely on ordinary logic to determine an overall

outcome on the basis of their resolution.

We agree with this suggestion, but think there are situations in

which it does not go far enough. To understand why, it is useful

to consider a fragment of the CATO hierarchy of concepts bearing

on the question whether some body of information should be clas-

sified as a trade secret, depicted here in Figure 1.
1
As we can see,

the factor f101, representing the concept of a trade secret itself, is
positioned at the very top of this hierarchy, as an issue—any further

relations between f101 and an eventual judgment for the plaintiff

or defendant are purely deductive. There are, in addition, a number

of base-level factors, such as f1 and f6, for example, indicating that

the information in question was disclosed in negotiations, or that

there was an agreement not to disclose this information. But this

is not all. Lying between the base-level factors and the top-level

1
Bench-Capon and Atkinson offer a boolean definition of the concept of a trade secret

as information that is both valuable and subject to security measures, where these

latter two concepts are the relevant legal issues. This boolean analysis of a trade secret

is found earlier in Brüninghaus and Ashley [8], but differs from the treatment originally

proposed by Aleven [1, 2], who treats information value and security measures, not as

concepts in terms of which a trade secret can be defined in a boolean way, but simply

as factors bearing on the question whether information is a trade secret.
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Figure 1: A fragment of the CATO hierarchy

issue, there are also a number of intermediate concepts, or factors,

such as f102 and f105, indicating that efforts were taken to maintain

security, or that the information in question is known or available.

These intermediate factors are not so high in the hierarchy that

their relation to an overall judgment is simply deductive, nor so low

in the hierarchy that questions concerning their application can be

resolved entirely without dispute. Like top-level issues themselves,

intermediate factors can be thought of as open-textured predicates,

whose applicability in some particular situationmust be determined,

in a step-by-step process, before considering the application of other

concepts further up the hierarchy. And just as Bench-Capon and

Atkinson suggest that factors should be considered, not en masse,

but only as they bear on particular legal issues, we offer two similar

suggestions: First, at any stage of the step-by-step process, only

factors bearing on the concepts whose application is in question

at that stage are to be considered. And second, decisions about the

application of intermediate concepts in particular situations can be

taken to constrain decisions about the application of these same

concepts in later situations.

These suggestions are not new. Branting [5, 6] has argued both

that understanding the intermediate decisions leading up to an over-

all legal judgment helps to clarify the theory under which a case is

decided, and also that these intermediate decisions themselves can

constrain later judgments—he refers to intermediate decisions as

“precedent constituents.”
2
And as mentioned, Prakken and Sartor

[16] also work with a multi-step representation of legal arguments,

and also suggest, following Branting, that the intermediate steps

in such an argument can constrain future decisions. Still, although

both Branting and Prakken and Sartor suggest that constraint can

be derived from precedent constituents, as well as from entire prece-

dent cases, neither explores this suggestion against the background

of a precise model of precedential constraint.

This is what we do. More exactly, our plan in this paper is to

develop the reason model of constraint in the context of a hier-

archy of intermediate legal concepts. The key idea is that, just as

decisions favoring the plaintiff or defendant in the standard reason

model lead to a priority ordering over reasons favoring each side,

decisions concerning the application of intermediate legal concepts

in a hierarchical setting lead to a priority ordering over reasons

favoring or opposing application of those concepts, which must

likewise be respected by later courts. These intermediate decisions

are formed into structures that we characterize as opinions, which
play the role of rules from the standard reason model in justifying

overall outcomes.

2
The phrase is from Branting [5], which also provides examples in which precedent

constituents from one case are appealed to in later cases concerning different issues

altogether.

The paper is organized as follows. In Section 2, we introduce

the notion of a factor hierarchy that forms the context of our work.

In Section 3, we define the concept of an opinion as the general-

ization of a rule, and define cases as containing opinions rather

than rules. Taking advantage of the various precedent constituents

belonging to an opinion, Section 4 then adapts the reason model

to the hierarchical setting. Finally, Section 5 explores the relation

between constraint in the full hierarchical setting and constraint

in a setting in which full hierarchies are flattened into structures

corresponding to those at work in the standard reason model—we

find that, constraint in the full hierarchical setting is often stronger

than constraint in the corresponding standard setting, but that,

surprisingly, there are also situations in which the opposite holds.

2 FACTORS AND HIERARCHIES
We postulate a set of factors: predicates, or concepts—often open-

textured—used to characterize a situation. Some of these factors

have contraries, in the traditional sense that two contrary factors

cannot both apply in a particular situation, but at any given point, it

may not yet be determined which applies. For illustration, consider

the concept of being a trade secret and its contrary, the concept of

not being a trade secret. A body of information cannot be classified

as both a trade secret and not a trade secret, of course, but it may

not yet be determined whether that information is to be classi-

fied as a trade secret or not. Where p,q, r , . . . are factors, we take
p′,q′, r ′, . . . as their contraries. We use s , t , and u as variables rang-

ing over factors, with s , t , and u as contraries. Finally, we assume

that the contrary of the contrary of a factor is the factor itself—so

that, if s is p, for example, then s is p′, and if s is p′, then s is p.
A factor link is a statement of the form s → t indicating that the

presence of the factor s in some situation directly favors a decision
that t holds as well, or simply that s directly favors t . A factor
hierarchy is a set H of factor links.

Within a particular hierarchy, a factor can be either base-level or

abstract. The intuition is that base-level factors are concepts about

whose application there is no disagreement, while abstract factors

are concepts about whose application there may be some dispute.

The formal definition is that the factor s is abstract if the hierarchy
contains a link either of the form t → s or of the form t → s ,
and base-level, or at the bottom of the hierarchy, if the hierarchy

contains no such link; we let

BaseH

refer to the set of base-level factors from the hierarchy H . An

abstract factor can itself be either intermediate or top-level, where

s is intermediate if the hierarchy contains some link either of the

form s → t or of the form s → t , and top-level, or at the top of the

hierarchy, if the hierarchy contains no such link.

We will assume that base-level factors have no contraries, so

that any set of base-level factors is consistent, and that all abstract

factors have contraries.
3
The factors that belong to a hierarchy are

simply those at the head or tail of some link from that hierarchy,

along with the contraries of all abstract factors that belong to the

hierarchy.

Where s is an abstract factor, we define s/s as a concern—from
an intuitive standpoint, the particular concern indicated by s/s is

3
See Bench-Capon andAtkinson [4, p. 13–14] for a discussion of the issues surrounding

factors and their “negations,” or contraries.
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Figure 2: Interpreting the CATO fragment

whether the factor s or its contrary s should be applied in some

situation. Concerns can be classified as intermediate or top-level,
depending on the classification of the factors involved; a top-level

concern is an issue. Where s is an abstract factor from the hierarchy

H , again

F s
H
= {t : t → s ∈ H}

is the set of factors from H directly favoring s , so that F
s/s
H
=

F s
H

∪ F s
H

is the set of factors bearing on the concern s/s—that is,

directly favoring either s or s .
These various ideas are illustrated in Figure 2, which is a tran-

scription into the current setting of the CATO hierarchy from Fig-

ure 1. The chief difference between the two figures is that, while the

nodes in the original CATO hierarchy represent factors, all but the

base-level nodes in the present hierarchy represent concerns—pairs

of factors and their contraries. Because factor contraries are now

represented explicitly, we can modify the link structure from the

original CATO hierarchy, indicating that the presence of one factor

favors the contrary of a second, not by a negative link from the

first factor to the second, but by an ordinary positive link from the

first factor to the contrary of the second. To illustrate: the negative

CATO link f105 ↛ f101, according to which the fact that informa-

tion was known or available favors the conclusion that it is not a

trade secret, can now be replaced by the positive link f105 → f ′
101

,

carrying exactly the same meaning.

The hierarchy depicted in Figure 2 contains four base-level fac-

tors (f6, f1, f15, and f16), five intermediate concerns (f102/f
′
102

,

f105/f
′
105

, f122/f
′
122

, f106/f
′
106

, and f108/f
′
108

), and a single top-level

issue (f101/f
′
101

). If we letH represent this hierarchy, the set of fac-

tors directly favoring application of f101 is F
f101
H
= { f102}, while the

set of factors bearing on the question whether f101 or its contrary

f101′ should be applied is F
f101/f ′

101

H
= { f102, f105}.

We impose two conditions on factor hierarchies, both implicit

in CATO, but which it is worth making explicit. The first is that a

factor hierarchy must be acyclic in the following sense:

Definition 1 (Acyclicity). A factor hierarchy is acyclic just in

case it does not contain any sequence of links of the form s1 → s2,
s∗
2
→ s3, . . . , s

∗
n → sn+1 where, for i from 2 to n, each s∗i is either si

or si , and sn+1 is either s1 or s1.

Put another way, what acyclicity requires is that the hierarchy

cannot present a sequence of concerns s1/s1, s2/s2, . . . , sn/sn such

that some factor from each concern bears on the next, and some

factor from the last bears on the first. The reason for this condition is

that it guarantees that concerns can be addressed in an appropriate

order, so that all concerns bearing on a particular concern can be

resolved before we address that concern.
4

The second condition is that no factor from a hierarchy should

favor opposite sides of the same concern. In order to define this

condition, we first need to explain what it means for one factor to

favor another. Of course, we know that the factors directly favoring

a particular outcome s in the context of a hierarchy H are those

contained in F s
H
, but it seems that other factors might favor s in a

more general sense even if they do not belong to F s
H
—in the hier-

archy from Figure 2, for example, it is natural to suppose that f122
favors f101 in this more general sense, since f102 directly favors f101
and f122, directly favors f102. This more general sense of favoring

can be defined as follows:

Definition 2 (Favoring). In the context of a hierarchy H , the set

of factors favoring an outcome s—written, Favor s
H
—is defined in

accord with the rules

(1) If t ∈ F s
H
, then t ∈ Favor s

H
.

(2) If t ∈ Favor s
H

and u ∈ F t
H
, then u ∈ Favor s

H
.

(3) If t < BaseH and t ∈ Favor s
H
, then t ∈ Favor s

H
.

Again letting H be the hierarchy from Figure 2 for illustra-

tion, we can see that the factors favoring f101 are those belong-

ing to Favor
f101
H

= { f102, f
′
105
, f122, f

′
106
, f ′

108
, f6, f15} and that

the factors favoring f ′
101

are those belonging to Favor
f ′
101

H
=

{ f ′
102
, f105, f

′
122
, f106, f108, f1, f16}.

5

With this notion in hand, we can now state the condition that no

factor from a hierarchy should favor opposite sides of the same con-

cern as the requirement that the hierarchy must be factor uniform,

where this idea is defined as follows:

Definition 3 (Factor uniformity). A hierarchyH is factor uniform

if and only if, for any abstract factor s belonging to that hierarchy,

Favor s
H

∩ Favor s
H
= ∅.

This is, in fact, a very strong requirement, which can be violated

in many natural situations, where a single consideration can some-

times seem, in different ways, to support each of two sides of some

concern.
6
But uniformity is satisfied in the CATO representation, as

well as, we suppose, in many legal settings. Again taking H as the

Figure 2 hierarchy, it is easy to see that Favor
f101
H

∩ Favor
f ′
101

H
= ∅,

and that the same property holds for all other abstract factors from

that hierarchy. The reason we impose this uniformity condition

here is that it facilitates our Section 5 comparison between the

reason model of constraint developed in the full hierarchical setting

and the same notion of constraint developed in the standard setting

of the familiar reason model.

We limit our attention in this paper, then, to factor hierarchies

that are both acyclic and factor uniform—these conditions will be

4
It is tempting, in some ways, to characterize a hierarchy as acyclic just in case it does

not contain a cyclic path, defined as a link sequence of the form s1 → s2 → · · · → s1 .
The condition set out in Definition 1 corresponds to the stronger requirement that

the hierarchy does not contain a cyclic generalized path, as this concept is defined in

Horty, Thomason, and Touretzky [14]; this stronger requirement allows us, in the next

section, to adapt the notion of degree from [14] to the current framework.

5
A similar idea can be found in [18]

6
An example of a natural but non-uniform factor hierarchy is provided in a longer

version of this paper; it is non-uniformity of this kind that gives rise to the philosophical

debates surrounding particularism—see, for example, Dancy [10].
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taken as built into the concept of a factor hierarchy. In addition, for

simplicity, wewill focus here on hierarchies that are also single-issue,
in the sense that they contain only a single top-level issue. Of course,

a single-issue hierarchy can be organized around any particular

issue—Figure 2, for example, depicts a hierarchy organized around

the issue f101/f
′
101

, whether or not some body of information should

be characterized as a trade secret. But, for further simplicity, we will

assume that the single issue at stake in the single-issue hierarchies

we consider is always π/δ—whether, that is, the factor π should

apply, so that the situation under consideration is decided for the

plaintiff, or whether δ should apply, so that the situation is decided

for the defendant.

For purposes of comparison, we will at times consider factor

hierarchies that are not just acyclic, factor uniform, and single-

issue, but also flat in the sense that they contain only base-level and

top-level factors, rather than factors that are truly intermediate. A

hierarchy of this kind can be characterized as standard, as follows:

Definition 4 (Standard hierarchy). A standard hierarchy is a factor

hierarchy containing only the two abstract factors π and δ , as
contraries, and in which each link has the form s → π or s → δ .

Apart from π and δ , all other factors from a standard hierarchy

H are base-level, directly favoring one of these two sides, and

so belonging to the set F
π /δ
H

= Fπ
H

∪ Fδ
H
. And since standard

hierarchies are flat, it follows from our definition of favoring that

Favorπ
H
= Fπ

H
and Favorδ

H
= Fδ

H
, and so from factor uniformity

that Fπ
H
∩Fδ

H
= ∅—no factor favors both sides. Standard hierarchies,

therefore, correspond to the structures underlying the standard

version of the reason model, with the set of factors partitioned

into those directly favoring π and those directly favoring δ . The
more general factor hierarchies considered here have these standard

hierarchies as a special case.

3 FROM RULES TO OPINIONS
We begin by adapting some ideas from the standard version of

the reason model to the hierarchical framework. Given a factor

hierarchyH , a fact situation in the context of that hierarchy will

be defined as some subset X of the factors from that hierarchy, and

a base-level fact situation as a subset X ⊆ BaseH of the base-level

factors from that hierarchy. Where s is an abstract factor, a reason
for s is a subset U ⊆ F s

H
of the factors directly favoring s , and a

reason is a reason for one side or the other; the reason U holds in a

fact situation X just in caseU ⊆ X . WhereU is a reason for s , a rule
is a statement of the form r = U → s , with Premise(r ) = U picking

out the premise of this rule and Conclusion(r ) = s its conclusion;
the rule r is applicable in a situation whenever Premise(r ) holds
in that situation. Finally, a decision is defined as a structure of the

form d = ⟨X , r , s⟩, where X is some fact situation, r is applicable in
X , and Conclusion(r ) = s . Given such a decision d = ⟨X , r , s⟩, we
define Facts(d) = X , Rule(d) = r , and Outcome(d) = s .

In the standard version of the reason model, with π and δ as

the only abstract factors and the base-level factors partitioned into

those favoring the plaintiff and those favoring the defendant, a

decision of the form specified here is referred to as a case; such a

decision justifies either π or δ as an outcome directly in terms of

base-level factors—the reasoning moves from base-level factors to

a resolution of the top-level issue π/δ all at once, in a single step.

f1 f2 f3 f4 f5 f6

p p′ r r ′

q q′

π δ

Figure 3: An abstract example

In the hierarchical setting, by contrast, the reasoning that leads

from base-level factors to the resolution of a top-level issue may

involve a number of steps, requiring the resolution of a variety of

intermediate concerns, in an appropriate order, and linked together

in an appropriate way. The resulting justification—an opinion—is

more complex than a simple rule. We define this notion in three

steps: specifying, first, the order in which abstract concerns are

to be resolved, then what it means to resolve such a concern, and

finally, a non-deterministic algorithm that constructs an opinion

by linking these resolutions together.

Beginning, then, with order of resolution, the idea is that con-

cerns must be resolved in accord with the degree of the factors

they contain, where this concept is defined by stipulating that the

degree of the factor s in the context of a hierarchy H—written

DeдreeH(s)—is 0 if s is a base-level factor, and that otherwise, if s
is abstract, then

DeдreeH(s) = 1 +max{DeдreeH(t) : t ∈ F
s/s
H

}.

It is easy to verify that this notion of degree is well-defined as long

as the underlying hierarchy is acyclic, in the sense defined earlier.

And once the notion of degree of a factor is defined, it can be lifted

to a corresponding notion of degree of a concern, by stipulating

that

DeдreeH(s/s) = DeдreeH(s),

and then used to define the entire set of concerns of some degree n
as

Deдreen
H
= {s/s : DeдreeH(s/s) = n}.

Of course, even at the stage at which we are addressing concerns of

degree n, there is no need to address all such concerns. In general,

when reasoning about a fact situation X , it is necessary to address

only those concerns from the hierarchy that are actually raised by
this fact situation; these can be collected together in the set

ConcernH(X ) = {s/s : X ∩ F
s/s
H
, ∅}.

We can then define the concerns of degree n that are raised by the
fact situation X in the natural way, by intersecting these two sets:

Concernn
H
(X ) = ConcernH(X ) ∩ Deдreen

H
.

For illustration, we now let H represent the abstract hierarchy

depicted in Figure 3; this hierarchy contains the six base-level fac-

tors f1 through f6, the three intermediate concerns p/p′, q/q′, and
r/r ′, and the top-level issue π/δ . Suppose the fact situation under

consideration is X1 = { f1, f3, f4, f5}. Then the concerns raised by

this fact situation areConcernH(X1) = {p/p′,q/q′, r/r ′} while the
concerns of degree 1 in the hierarchy are Deдree1

H
= {p/p′, r/r ′},

so that the concerns of degree 1 raised by this fact situation are

Concern1
H
(X1) = {p/p′, r/r ′}.
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Next, where s/s is a concern, we define a resolution of this concern
based on the fact situation X as a decision either of the form d =
⟨X , r , s⟩ or of the form d ′ = ⟨X , r ′, s⟩. A resolution of a concern

based on a fact situation, then, is simply a decision for one side or the

other of the concern, together with a rule justifying the decision

that is applicable in that fact situation. Given this concept of a

resolution of an individual concern, we can now define a complete
resolution of some set of concerns based on a fact situation as a set

containing, for each concern from the set, exactly one resolution of

that concern based on that fact situation.

To illustrate: We have seen that the set Concern1
H
(X1) =

{p/p′, r/r ′} contains the concerns of degree 1 raised by the fact

situation X1. These two concerns might be resolved on the basis

of this fact situation by, for example, the decisions d1 = ⟨X1, r1,p⟩
and d2 = ⟨X1, r2, r

′⟩, where r1 = { f1} → p and r2 = { f5} → r ′.
The first of these represents a decision for p on the basis of the

reason { f1} in spite of the fact that the situation X1 also contains

the factor f3 favoring p
′
, and the second represents a decision for

r ′ on the basis of the reason { f5} in spite of the fact that X1 also

contains the factor f4 favoring r . Since d1 resolves the concern p/p
′

and d2 resolves the concern r/r ′, the set {d1,d2} containing both
of these decisions is a complete resolution of the particular set of

concerns from Concern1
H
(X1) on the basis of X1.

Finally, we define a procedure through which the resolutions

of the various concerns encountered by a reasoner as it works its

way through a factor hierarchy can be assembled together into an

opinion:

Definition 5 (Opinion based on a fact situation). Given a single-

issue factor hierarchyH and a base-level fact situationX ⊆ BaseH ,

an opinion based on X in the context of H is defined as an output

of the following procedure:

(1) Input the fact situation X
(2) Set

(a) Y0 = X
(b) m = DeдreeH(π/δ )

(3) For n = 0 tom − 1,

(a) Let Resolven+1 be some complete resolution of

Concernn+1
H

(Yn ) based on the fact situation Yn
(b) Set Yn+1 = Yn ∪ {Outcome(d) : d ∈ Resolven+1}

(4) Output o = ⟨Resolve1,Resolve2, . . . ,Resolvem⟩ as an opin-

ion based on X

This procedure works as follows: First, it inputs fact situation X
in Step 1. Next, it initializes the variable Y0 to X in Step (2a), and

then in Step (2b) sets the parameterm to the degree of the top-level

issue from the hierarchy—given our simplifying assumption that

the single issue in a single-issue hierarchy is always π/δ , this will
be the degree of that issue. The procedure then enters its central

subprocedure in Step 3, which it iteratesm times, for n from 0 to

m − 1. Each iteration has two steps. First, in Step (3a), the proce-

dure calculates the set Concernn+1
H

(Yn ) of concerns of degree n + 1

raised by the fact situationYn , and selects some complete resolution

Resolven+1 of this set of concerns based on this fact situation—this

is the nondeterministic part of the procedure, sinceConcernn+1
H

(Yn )

may have multiple complete resolutions. Then, in Step (3b), it aug-

ments the situationYn with the outcomes of the various resolutions

belonging to Resolven+1 to form a richer characterization Yn+1 of

the current fact situation—this richer characterization will then,

of course, raise new concerns, which are resolved during later it-

erations of the subprocedure. Once this series ofm iterations of

the subprocedure is complete, the main procedure then outputs

in Step 4 anm-tuple consisting of the complete resolutions of the

concerns raised at each step as an opinion based on the initial fact

situation X .

For a concrete illustration, we trace one possible run of the

procedure, in the context of the hierarchy H from Figure 3 and

taking the previous situation X1 = { f1, f3, f4, f5} as input. The

procedure begins by setting Y0 to X1, the initial fact situation, and

settingm to 3, the degree of the issue π/δ in the hierarchy. It then

iterates its central subprocedure 3 times, forn from 0 to 2, as follows:

• During the first iteration, the procedure calculates

Concern1
H
(Y0) = {p/p′, r/r ′} as the set of concerns of de-

gree 1 raised by Y0, and selects a complete resolution of this

set based on Y0. Let us suppose that the complete resolu-

tion it selects is Resolve1 = {d1,d2}, with d1 = ⟨Y0, r1,p⟩
where r1 = { f1} → p and with d2 = ⟨Y0, r2, r

′⟩ where

r2 = { f5} → r ′. It then sets Y1 = Y0 ∪ {p, r ′}, supplement-

ing the initial characterization of the fact situation with the

outcomes of its new decisions.

• During the second iteration, it calculates Concern2
H
(Y1) =

{q/q′} as the set of concerns of degree 2 raised by Y1, and
selects a complete resolution of this set based on Y1. Let us
suppose that the complete resolution it selects is Resolve2 =
{d3}, with d3 = ⟨Y1, r3,q⟩ where r3 = {p} → q. It then sets

Y2 = Y1 ∪ {q}, supplementing the current characterization

of the fact situation with the outcome of its new decision.

• During the third iteration, it calculates Concern3
H
(Y2) =

{π/δ } as the set of concerns of degree 3 raised by Y2,
and selects a complete resolution of this set based on Y2.
Let us suppose that the complete resolution it selects is

Resolve3 = {d4}, with d4 = ⟨Y2, r4,π ⟩ where r4 = {q} → π .
It then sets Y3 = Y2 ∪ {π }, supplementing the current char-

acterization of the fact situation with the outcome of its new

decision.

After three passes through this iterative subprocedure, the

main procedure terminates and outputs the tuple o1 =

⟨Resolve1,Resolve2,Resolve3⟩ containing the complete resolutions

just described as an opinion based on the initial fact situation X1.

Where o = ⟨Resolve1,Resolve2, . . . ,Resolvem⟩ is an opinion

developed in the setting of a single-issue hierarchy centered around

the issue π/δ , the final resolution—that is, Resolvem—of this opinion

will contain a single decision of the form d = ⟨Ym−1, r , s⟩, where s
is either π or δ . We say that the opinion o itself supports π or δ as

its outcome accordingly. This idea is illustrated by the opinion o1
above, containing, as we have seen, the set Resolve3 = {d4} with
d4 = ⟨Y2, r4,π ⟩ as its final resolution, so that the opinion o1 itself
supports π as the ultimate outcome.

We can now, at last, define a case in the context of a hierarchy

as a triple of the form c = ⟨X ,o, s⟩, where X is a base-level fact

situation, where o is an opinion based on X in that hierarchy, and

where s is the outcome supported by o. Given such a case c , we
have, as usual, Facts(c) = X and Outcome(c) = s , and we can now

define Opinion as a function extracting the opinion of a case, so

that Opinion(c) = o. These definitions can be illustrated with the
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concrete case c1 = ⟨X1,o1,π ⟩, where X1 = { f1, f3, f4, f5} is our
original fact situation, where o1 = ⟨Resolve1,Resolve2,Resolve3⟩
is the opinion based on X1 specified above, and where π is the

outcome supported by this opinion. The opinion o1, then, represents
a justification of the outcome π in the situation X1 according to

which it is decided, in stages, that this initial fact situation should

be further characterized through the additional factors p and r ′,
then q, and at last π , a decision for the plaintiff.

Finally, we define a case base Γ in the context of a hierarchy as a

set of cases in the context of that hierarchy.

4 CONSTRAINT
In the standard setting, where the issue π/δ between the plaintiff

and the defendant is the only concern, and the entire set of factors

is partitioned into those favoring one side or the other, the reason

model of constraint is based on the idea that decisions by earlier

courts generate an ordering among reasons for one of these sides,

with later courts then required to reach decisions that preserve

consistency of that ordering. Exactly the same idea can be adapted

to the hierarchical setting, but with two additional wrinkles. First,

an opinion in this new setting will generally address, not just the

single issue π/δ , but a variety of intermediate concerns, and so

generate an ordering on the reasons favoring one side or the other

of these various intermediate concerns as well. Second, in the hi-

erarchical setting, it is possible that the same factors, and so the

same reasons, might bear on different concerns. Previous decisions

therefore generate a priority ordering on reasons, not absolutely,

but only as they bear on particular concerns—and indeed, the very

same reasons might be ordered differently with respect to different

concerns.
7

In order to implement the reason model in the hierarchical set-

ting, then, we begin by defining the priority ordering of reasons

bearing on a particular concern to be derived from a particular

decision:

Definition 6 (Priority ordering relative to concern derived from
decision). In the context of a hierarchy, let s/s be a concern, U
and V reasons for the sides s and s of this concern respectively,

and d = ⟨X , r , s⟩ a decision. Then the relation <
s/s
d representing

the priority ordering on reasons relative to s/s and derived from

d is defined by stipulating that U <
s/s
d V if and only U ⊆ X and

Premise(r ) ⊆ V .

Now, how do we lift this ordering derived from an individual

decision to an ordering derived from a case, and then to an ordering

derived from a full case base? There are four steps. First, we collect

together the individual decisions belonging to an opinion by defin-

ing themerge of that opinion as a set containing each decision from

each complete resolution contained in that opinion. More exactly,

where o = ⟨Resolve1,Resolve2, . . . ,Resolvem⟩ is an opinion, we

define

Merдe(o) =
⋃

{Resolvei : 1 ≤ i ≤ m}.

Second, since the functionOpinion extracts the opinion from a case

andMerдe collects together the decisions belonging to an opinion,

we can define the set containing the decisions belonging to the

7
A longer version of this paper contains an intuitive example illustrating this

possibility.

opinion from a case c = ⟨X ,o, s⟩ simply as

Merдe(Opinion(c)).

Where c is a precedent case, the various decisions from

Merдe(Opinion(c)) can be thought of as precedent constituents, to
use Branting’s phrase. As our third step, then, we can define a prior-

ity ordering derived from a precedent case in a way that takes each

of its constituents into account, by stipulating that one reason has

higher priority than another according to the case whenever that

priority is supported by some decision belonging to the opinion

from that case:

Definition 7 (Priority ordering relative to concern derived from
case). In the context of a hierarchy, let s/s be a concern, U and

V reasons for the sides s and s of this concern respectively, and

c = ⟨X ,o, s⟩ a case. Then the relation <
s/s
c representing the priority

ordering on reasons relative to s/s and derived from c is defined

by stipulating that U <
s/s
c V if and only if there is some decision d

fromMerдe(Opinion(c)) such thatU <
s/s
d V .

Fourth and finally, the priority ordering on reasons can then be

lifted from cases to case bases exactly as in the standard reason

model:

Definition 8 (Priority ordering relative to concern derived from case
base). In the context of a hierarchy, let s/s be a concern, U and

V reasons favoring opposite sides of this concern, and Γ a case

base. Then the relation <
s/s
Γ representing the priority ordering on

reasons relative to s/s and derived from Γ is defined by stipulating

thatU <
s/s
Γ V if and only if there is some case c from Γ such that

U <
s/s
c V .

Once this definition is in place, we can define a case base as

consistent just in case there is no concern relative to which the

case base supports conflicting information about the priority of

reasons—telling us that, for some pair of reasons, each has higher

priority than the other relative to that concern:

Definition 9 (Case base consistency). Let Γ be a case base in the

context of a particular hierarchy. Then Γ is inconsistent if and only

if there is some concern s/s withU and V favoring opposite sides

of this concern such that U <
s/s
Γ V and V <

s/s
Γ U , and consistent

otherwise.

This notion of case base consistency allows us to introduce the

reason model in the usual way, first specifying the opinions on the

basis of which the court is permitted to justify its judgments as

those that maintain consistency of the background case base:

Definition 10 (Reason model: permitted opinions). In the context

of a hierarchy, let Γ be a consistent case base and X a base-level

fact situation confronting the court. Then against the background

of Γ, the reason model permits the court to justify its judgment in

X with the opinion o, based on X and supporting the side s , if and
only if the augmented case base Γ ∪ {⟨X ,o, s⟩} is consistent.

And given this notion of permission, we can then say that the

court is required—or constrained—simply to reach some permitted

judgment.

These definitions can be illustratedwith an abstract example. Still

working in the context of the hierarchy from Figure 3, and against
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the background of the case base Γ1 = {c1} with c1 = ⟨X1,o1,π ⟩
as the case described earlier, consider the new fact situation X2 =

{ f2, f6}, and suppose the court would like to settle this situation

on the basis of the opinion o2 = ⟨Resolve1,Resolve2,Resolve3⟩,
where Resolve1 = {d5,d6}, with d5 = ⟨Y0, r5,p⟩ where Y0 = X2

and r5 = { f2} → p, and with d6 = ⟨Y0, r6, r
′⟩ where Y0 = X2 and

r6 = { f6} → r ′; whereResolve2 = {d7}, withd7 = ⟨Y1, r7,q⟩ where
Y1 = Y0 ∪ {p, r ′} and r7 = {p} → q; and where Resolve3 = {d8},
with d8 = ⟨Y2, r8,δ⟩ where Y2 = Y1 ∪ {q} and r8 = {r ′} → δ . The
result would be the case c2 = ⟨X2,o2,δ⟩ as a representation of the

court’s judgment.

By Definition 11, however, the reason model does not permit the

court to proceed in this way, because the augmented case base Γ2 =
Γ1 ∪ {c2} = {c1, c2} would be inconsistent. To see this, we first note

that {r ′} <
π /δ
d4

{q} and {q} <
π /δ
d8

{r ′} by Definition 6. From this

it follows that {r ′} <
π /δ
c1 {q} and {q} <

π /δ
c2 {r ′} by Definition 7,

since d4 belongs toMerдe(Opinion(c1)) = {d1,d2,d3,d4} while d8
belongs to Merдe(Opinion(c2)) = {d5,d6,d7,d8}. It then follows

that {r ′} <
π /δ
Γ2

{q} and {q} <
π /δ
Γ2

{r ′} by Definition 8, since both

c1 and c2 belong to Γ2, so that Γ2 is inconsistent by Definition 9.

For a less abstract illustration, we turn to Prakken and Sartor’s

hypothetical example concerning the issue whether an individual

who has spent time abroad has changed fiscal domicile with respect

to income tax. Here, the plaintiff is the individual’s native country,

which is arguing against change of domicile in order to tax the

individual’s income, and the defendant is the individual, who is

arguing for change of domicile in order to pay, we suppose, the

lower tax rates available in the foreign country. For simplicity, we

consider just a fragment of Prakken and Sartor’s example, depicted

in Figure 4, in which the only matters bearing on the ultimate issue

π/δ between the plaintiff and defendant are whether or not the

individual showed an intention to return and whether or not, while

abroad, the individual was employed by a domestic company. The

first of these is represented as the intermediate concern f19/f
′
19
,

where the factor f19 represents intention to return and f ′
19

is its

contrary; the second is represented as the intermediate concern

f3/f
′
3
, where f3 indicates that the company is domestic and f ′

3

that it is not. In addition, there are a number of base-level factors

bearing directly on these two intermediate concerns, as indicated

in the figure. These are: f1, indicating that the individual retained
their domestic home; f20, indicating that the individual sold their

domestic car; f21, indicating that the individual sold their domestic

bicycle; f11, indicating that the company the individual worked

for while abroad had a domestic president; f10, indicating that

the company the individual worked for while abroad had foreign

headquarters; and f22, indicating that the company the individual

worked for while abroad had a largely foreign workforce.
8

Now suppose that the first fact situation in this domain coming

before a court is X3 = { f1, f20, f11, f10}, representing an individual

who has retained their domestic house but not their car, and who,

8
To the extent possible, the numbering of these factors corresponds to that in Prakken

and Sartor’s original description of this example, though we have introduced a few

new factors not present in their description, with new numbers. In addition, Prakken

and Sartor described their factor hierarchy as bearing on the issue of whether or

not the individual in question has changed fiscal domicile, where the resolution of

this issue then determines a judgment for plaintiff or defendant; in keeping with our

convention, however, we present the hierarchy as bearing directly on the ultimate

issue π /δ between plaintiff and defendant.

f1 f20 f21 f11 f10 f22

f19 f ′
19 f3 f ′

3

π δ

Figure 4: Change of fiscal domicile?

while abroad, worked for a company with a domestic president

but foreign headquarters. Suppose the court resolves this case for

the plaintiff on the grounds that the retained house showed inten-

tion to return and that, while the foreign headquarters showed

that the company was foreign, intention to return is stronger as

a reason for the plaintiff than foreign company is as a reason for

the defendant. More exactly, suppose the court issues an opin-

ion o3 = ⟨Resolve1,Resolve2⟩, where Resolve1 = {d9,d10}, with
d9 = ⟨Y0, r9, f19⟩ where Y0 = X3 and r9 = { f1} → f19, and with

d10 = ⟨Y0, r10, f
′
3
⟩ whereY0 = X3 and r10 = { f10} → f ′

3
; and where

Resolve2 = {d11}, with d11 = ⟨Y1, r11,π ⟩ where Y1 = Y0 ∪ { f19, f
′
3
}

and r11 = { f19} → π . This opinion would lead to c3 = ⟨X3,o3,π ⟩
as a settled case.

Next, imagine that, against the background of the case base

Γ3 = {c3} containing this case, another court confronts the situ-

ation X4 = { f1, f20, f11, f10, f22}, describing an individual exactly

like the individual described in X3, except that the company em-

ploying this new individual while abroad has, in addition, a foreign

workforce. And suppose this new court would like to decide this sit-

uation on the basis of the opinion o4 = ⟨Resolve1,Resolve2⟩, where
Resolve1 = {d12,d13}, with d12 = ⟨Y0, r12, f19⟩ where Y0 = X4 and

r12 = { f1} → f19, and with d13 = ⟨Y0, r13, f
′
3
⟩ where Y0 = X4

and r13 = { f10, f22} → f ′
3
; and where Resolve2 = {d14}, with

d14 = ⟨Y1, r14,δ⟩ where Y1 = Y0 ∪ { f19, f
′
3
} and r14 = { f ′

3
} → δ .

The result of this opinion would be the case c4 = ⟨X4,o4,δ⟩, leading
to the augmented case base Γ4 = Γ3 ∪ {c4}.

Can the court rule as it wishes? The answer is No—the new

case base Γ4 would be inconsistent. The reader is invited to verify

this fact formally, but even from an informal standpoint the point

should be clear: Although the new opinion o4 puts forth, in a sense,

a stronger reason than o3 for the intermediate conclusion that the

individual worked for a foreign company, it had previously been

decided in o3 that foreign company as a reason for the defendant is

weaker than intention to return as a reason for the plaintiff, while

o4 relies on exactly the opposite judgment—that intention to return

for the plaintiff is weaker than foreign company for the defendant.

Finally, imagine that, again working against the background

of the case base Γ3 = {c3}, a new court confronts the situation

X5 = { f1, f20, f21, f11, f10}, again describing an individual like the

individual from X3 except that this time the individual sold their

domestic bicycle as well as their domestic car. And suppose this

new court would like to decide this situation on the basis of the

opinion o5 = ⟨Resolve1,Resolve2⟩, where Resolve1 = {d15,d16},
with d15 = ⟨Y0, r15, f

′
19
⟩ where Y0 = X5 and r15 = { f20, f21} → f ′

19
,

and with d16 = ⟨Y0, r16, f
′
3
⟩ where Y0 = X5 and r16 = { f10} → f ′

3
;

and where Resolve2 = {d17}, with d17 = ⟨Y1, r17,δ⟩ where Y1 =
Y0∪{ f ′

19
, f ′

3
} and r17 = { f ′

3
} → δ . The result of this opinion would

be the case c5 = ⟨X5,o5,δ⟩, leading to the augmented case base

Γ5 = Γ3 ∪ {c5}.
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One again, can the court rule as it wishes? This time the answer

is Yes—Γ5 is consistent. Again, a formal verification will be left to

the reader, but the point is simple: the fact that the individual sold

their bike as well as car is enough to outweigh the fact that they

retained their house, allowing the court to reject intention to return

as an intermediate conclusion, and since it was intention to return

that was previously taken to outweigh foreign company as a reason

for the defendant, the path is now open to consistently conclude for

the defendant on the basis of foreign company. While both X4 and

X5 present, in a certain sense, stronger cases for the defendant than

X3, it is the distribution of factors among intermediate concerns

that allows a decision for the defendant in X5, but not in X4.

5 FLATTENING AND CONSTRAINT
Wehave developed a version of the reasonmodel applicable in a rich

hierarchical setting, with a variety of intermediate concerns lying

between base-level factors and ultimate issues. The theory set out

here is a conservative extension of the standard reason model, ap-

plicable only in a flat setting, but we have also suggested—following

Branting, and Bench-Capon and Atkinson—that the presence of

these intermediate factors makes an important difference. But what

kind of difference? One idea might be that the importance of these

intermediate factors is entirely cognitive, rather than logical. Appeal

to intermediate factors may help a court to structure its reasoning

as it moves from a base-level fact situation to an overall judgment,

but does not affect the meaning of the judgment itself; once a court

has reached its judgment on the basis of a particular opinion, the

intermediate decisions that guided the court’s reasoning can be

forgotten and the justifying opinion compressed—or flattened—into
a single step.

9

Our goal in this section is to show that this reductive suggestion

is wrong: intermediate factors and complex opinions have logical,

not just psychological, significance. In order to establish this result

precisely, we define a notion of flattening that maps rich hierar-

chies, cases, and case bases into corresponding flattened structures.

We then show that the reductive suggestion fails in two directions:

First, constraint in a rich hierarchical setting does not entail con-

straint in the corresponding flattened setting. Second, and more

surprisingly, new relations of constraint might appear among the

corresponding flattened structures which were not present in the

original hierarchical setting.

We define our notion of flattening, first of all, for hierarchies.

Here it is useful to recall that we are focusing throughout on single-

issue hierarchies, using the convention that such a hierarchy is

organized around the single issue π/δ . The idea, then, is that the
flattening of a hierarchy removes all intermediate factors and links

every base-level factor directly to the top-level factor it favors:

Definition 11 (Flattening of a hierarchy). Where H is a single-

issue hierarchy, the flattening of this hierarchy is the set

Flatten(H) = {s → t : t ∈ {π ,δ } and s ∈ Favor t
H

∩ BaseH}.

It is easy to see that the flattening of any such hierarchy is a

standard hierarchy, in the sense of Definition 4. To illustrate, where

9
This suggestion mirrors Goodhart’s proposal [11] that the meaning, or ratio decidendi,

of a case is exhausted by the connection between base-level factors and the ultimate

judgment. Something along these lines also seems to be endorsed by Horty and Bench-

Capon, whowrite concerning a complex chain of reasoning leading from a fact situation

to an ultimate outcome that “a rule moving directly from the base level factors to the

issue would be equivalent from a logical point of view” [13, p. 208].

H is the hierarchy from Figure 3, its flattening is Flatten(H) =

{ f1 → π , f2 → π , f3 → δ , f4 → π , f5 → δ , f6 → δ }.
Next, we extend the notion of flattening to cases from the hier-

archical setting, beginning with the opinions found in these cases.

Where o is the opinion from such a case c = ⟨X ,o, s⟩, then, the
flattening Flatten(o) of this opinion is another opinion of the form

⟨Resolve⟩ where Resolve = {d} with d = ⟨X , r , s⟩. Can it be any

opinion of this form? Well, no: in order to be the flattening of o—
as opposed to some random single step opinion based on X and

favoring s—the rule r from the decision d = ⟨X , r , s⟩ contained in

this opinion should be arrived at by keeping track of the reason

that justifies s as an outcome in the single decision belonging to

the final resolution of the original opinion o. To do this, we project
the reason in question into the base-level fact situation X through

the favoring relation, as follows:

Definition 12 (Projection of a reason). Let c = ⟨X ,o, s⟩ be a case in
the context of a hierarchy H , with d = ⟨Y , r , s⟩ the single decision
belonging to the final resolution of the opinion o from this case;

further, let r = V → s , so that V is the reason justifying s in the

decision d . Then the projection

Project(V ,X ) = X ∩
⋃
v ∈V

Favorv
H
.

of V into the base-level fact situation X is the set of factors from X
that favor some factor from V .

Once we understand what it means to project a high-level reason

for an outcome onto a base-level reason for the same outcome that

holds in the initial fact situation from a case, we can define the

flattening of an opinion as follows:

Definition 13 (Flattening of an opinion). Let c = ⟨X ,o, s⟩ be a case
in the context of a hierarchy, with d = ⟨Y , r , s⟩ the single decision
belonging to the final resolution of the opinion o from this case,

and let r = V → s . Then Flatten(o) is the opinion ⟨Resolve⟩ where
Resolve = {d ′}, with d ′ = ⟨X , r ′, s⟩ where r ′ = Project(V ,X ) → s .

This definition can be illustrated by considering the opinion o1
from the earlier case c1 = ⟨X1,o1,π ⟩ in the context of the hierarchy

H from Figure 3 and based on the fact situationX1 = { f1, f3, f4, f5},
which contains Resolve3 = {d4} as its final resolution, with d4 =
⟨Y2, r4,π ⟩ where Y2 = X1 ∪ {p, r ′,q} and r4 = {q} → π . Here, we
can first identify Project({q},X1) = { f1} as the projection of the

high-level reason {q} into the base-level fact situation X1, so that

the flattening of the opinion o1 is Flatten(o1) = ⟨Resolve⟩, where
Resolve = {d ′

4
} with d ′

4
= ⟨X1, r

′
4
,π ⟩ where r ′

4
= { f1} → π .

Having defined the notion of flattening of an opinion, we can

now lift that notion to corresponding notions of flattening for a

case and a case base in the expected way:

Definition 14 (Flattening of a case and of a case base). Let c =
⟨X ,o, s⟩ be a case and Γ a case base in the context of a hierarchy

H . Then the flattening of c is Flatten(c) = ⟨X , Flatten(o), s⟩, and
the flattening of the case base Γ is Flatten(Γ) = {Flatten(c) : c ∈ Γ},
both in the context of Flatten(H).

These concepts can be illustrated by noting that Flatten(c1) =
⟨X1, Flatten(o1),π ⟩, and that, where Γ1 = {c1}, we have

Flatten(Γ1) = {Flatten(c1)}.
At this point, we are ready to establish the central result of this

section: the intermediate concepts involved in complex opinions
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have logical significance. More exactly, we establish, first of all,

that constraint in a rich hierarchical setting does not entail con-

straint in the corresponding flattened setting—that, even though

some judgment may not be permitted against the background of a

case base, the flattened version of that judgment may be permitted

against the background of the flattened version of that case base.

And second, that new relations of constraint might appear among

the corresponding flattened structures which were not present in

the original setting—that, even though some judgment might be

permitted against the background of a case base, the flattened ver-

sion of that judgment may not be permitted against the background

of the flattened version of that case base. Since the reason model

defines a judgment as permitted whenever that judgment does not

introduce inconsistency into a consistent case base, our two results

follow from the following two-part fact:

Observation 1. (1) It is possible for there to be a case base Γ
and a case c in the context of the hierarchy H , with Flatten(Γ) and
Flatten(c) their flattenings in the context of Flatten(H), such that
Γ ∪ {c} is inconsistent while Flatten(Γ) ∪ {Flatten(c)} is consistent.
(2) It is also possible for there to be a case base Γ and a case c in
the context of the hierarchyH , with Flatten(Γ) and Flatten(c) their
flattenings in the context of Flatten(H), such that Γ∪{c} is consistent
while Flatten(Γ) ∪ {Flatten(c)} is inconsistent.

We can verify the first part of Observation 1 by going back to

the earlier cases c1 = ⟨X1,o1,π ⟩ and c2 = ⟨X2,o2,δ⟩ in the context

of the hierarchyH from Figure 3 and based on the fact situations

X1 = { f1, f3, f4, f5} andX2 = { f2, f6} respectively.We have already

seen in Section 4 that, where Γ1 = {c1}, the augmented case base

Γ1 ∪ {c2} in the context of H is inconsistent. What about the case

base Flatten(Γ1) ∪ {Flatten(c2)} in the context of the flattened hier-

archy Flatten(H)? Well, first, recall that Flatten(Γ1) is the case base
{Flatten(c1)}, where Flatten(c1) = ⟨X1, Flatten(o1),π ⟩ is the case

where Flatten(o1) is the opinion ⟨Resolve⟩, where Resolve = {d ′
4
}

withd ′
4
=
〈
X1, r

′
4
,π

〉
where r ′

4
= { f1} → π . Note also that it follows

from our definitions that Flatten(c2) = ⟨X2, Flatten(o2),δ⟩ is the
case where Flatten(o2) is the opinion ⟨Resolve⟩, where Resolve =
{d ′

8
} with d ′

8
=

〈
X2, r

′
8
,δ
〉
where r ′

8
= { f6} → δ . At this point,

we can simply observe that, because the fact situations X1 and X2

have no factors in common, the priority orderings among reasons

derived from the decisions d ′
4
and d ′

8
—and so, the priority orderings

among reasons derived from the corresponding cases Flatten(c1)
and Flatten(c2)—cannot possibly support conflicting information.

But then the case base Flatten(Γ1) ∪ {Flatten(c2)} has to be consis-

tent.

Now, by itself, the first part of our result could be interpreted as

confirming the intuition, convincingly defended by Bench-Capon

and Atkinson, that “using issues rather than whole cases to con-

strain decisions will enable us to decide more cases” [4, p. 17]. This

intuition is supported by the observation that fact situations that

can be distinguished when described in terms of fine-grained, base-

level factors may turn out to be legally equivalent when described

in terms of higher-level concepts. This is exactly what happens in

the case of the fact situations X1 and X2 from our previous exam-

ple: When we ignore the hierarchy H and consider only base-level

factors, X2 is completely unrelated to—and thus distinguishable

from—X1. But when we consider howX1 was decided in the context

of the full hierarchyH and which intermediate-level concepts from

that hierarchy are supported by X2, the two fact situations turn out

to be equivalent—according to the opinion o1 justifying the case c1,
X1 supports the intermediate-level factors p, q, and r ′, which are

exactly the intermediate-level factors supported by X2.

If we look at things in this way, it is indeed very intuitive to

think that, in general, constraint in the full hierarchical setting must

be stronger than constraint in the corresponding flattened setting.

Surprisingly, however, it turns out that, at times, the opposite is true:

according to the second part of Observation 1, there are situations

in which constraint is stronger in the flattened setting. A simple

example of a situation of this kind can be constructed, once again,

in the context of the factor hierarchy H from Figure 3.

Suppose that c6 is the case c6 = ⟨X6,o6,π ⟩ in the context ofH ,

where X6 = { f1, f4, f5} and o6 = ⟨Resolve1,Resolve2,Resolve3⟩,
where Resolve1 = {d18,d19}, with d18 = ⟨Y0, r18,p⟩ where Y0 =
X6 and r18 = r1 = { f1} → p, and with d19 = ⟨Y0, r19, r ⟩ where
Y0 = X6 and r19 = { f4} → r ; where Resolve2 = {d20}, with
d20 = ⟨Y1, r20,q⟩ where Y1 = X6 ∪ {p, r } and r20 = r3 = {p} → q;
and where Resolve3 = {d21}, with d21 = ⟨Y2, r21,π ⟩ where Y2 =
X6 ∪ {p, r ,q} and r21 = r4 = {q} → π . Let Γ6 = {c6} be a new

case base and X7 = { f1, f5} a new fact situation. Suppose the

court would like to settle this situation on the basis of the opinion

o7 = ⟨Resolve1,Resolve2,Resolve3⟩, where: Resolve1 = {d22,d23},
with d22 = ⟨Y0, r22,p⟩, where Y0 = X7 and r18 = r1 = { f1} → p,
and with d23 = ⟨Y0, r23, r ⟩, where Y0 = X7 and r23 = r2 = { f5} →
r ′; Resolve2 = {d24}, with d24 = ⟨Y1, r24,q⟩, where Y1 = X7 ∪

{p, r ′} and r24 = r3 = {p} → q; and Resolve3 = {d25}, with d25 =
⟨Y2, r25,δ⟩, where Y2 = X7 ∪ {p, r ′,q} and r25 = r8 = {r ′} → δ . Is
the court permitted, in the context of H , to decide X7 for δ on the

basis of the opinion o7? The answer is Yes—where c7 is the case
⟨X7,o7,δ⟩, the augmented case base Γ7 = Γ6 ∪ {c7} in the context

ofH is consistent. A detailed verification is left to the reader, but

the key point is that, because the only concerns that are resolved

differently in o6 and o7 are r/r
′
and π/δ , the only pairs of decisions

that might make Γ7 inconsistent are either d19 and d23 or d21 and
d25. But no inconsistency derives from d19 and d23, because the

reason { f4}, which grounds a decision for r in d19, does not hold
in Facts(d22) = X7; and no inconsistency derives from d21 and d23
either, because the reason {r ′}, which grounds a decision for δ in

d25, does not hold in Facts(d21) = X6 ∪ {p, r ,q}.
We can see informally that things are different in the flattened

setting: First, Flatten(c6) = ⟨X6, Flatten(o6),δ⟩ is the case in the con-
text of Flatten(H) where Flatten(o6) = ⟨Resolve⟩, where Resolve =
{d ′

21
} with d ′

21
=

〈
X6, r

′
21
,π

〉
where r ′

21
= r ′

4
= { f1} → π . Simi-

larly, Flatten(c7) = ⟨X7, Flatten(o7),δ⟩ is the case in the context of

Flatten(H) where Flatten(o7) = ⟨Resolve⟩, where Resolve = {d ′
25
}

with d ′
25
=

〈
X7, r

′
25
,δ
〉
where r ′

25
= r ′

8
= { f5} → δ . At this point

we can apply Definition 6 and observe that, since { f5} is a reason
for δ that holds in X6, the reason { f1} has higher priority than { f5}
relative to the concern π/δ according to the case Flatten(c6); and,
in turn, since { f1} is a reason for π that holds inX7, the reason { f5}
has higher priority than { f1} relative to the concern π/δ according

to the case Flatten(c7). But then, where Flatten(Γ6) = {Flatten(c6)},
the case base Flatten(Γ6) ∪ {Flatten(c7)} in the context of the flat-

tened hierarchy Flatten(H) is inconsistent.
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6 CONCLUSION
Our goal in this paper has been twofold: first, to develop the reason

model of constraint in the context of a hierarchy of intermediate

legal concerns lying between base-level factors and ultimate issues

and, second, to explore the relation between constraint in the full

hierarchical setting and constraint in the corresponding flattened

setting. Our central finding has been that the presence of interme-

diate legal concerns has logical significance, both in the sense that,

as suggested by Branting as well as Bench-Capon and Atkinson,

there might be constraint in the hierarchical setting that is lost in

the corresponding flattened setting and, more surprisingly, in the

sense that new patterns of constraint might appear in the flattened

setting that were not present in the original hierarchical setting.

The theory described in this paper is currently being implemented

in Python; the implementation verifies properties of a factor hier-

archy, such as acyclicity and factor uniformity, and then, given a

case base and a new fact situation, generates opinions based on that

fact situation, and checks whether the priorities derived from these

opinions are consistent with those derived from the case base.

Our theory opens a number of problems, both technical and

conceptual. We close simply by mentioning two of these.

As an example of a technical problem: The standard reason

model of constraint depends on factors; but where do these factors

come from? A good deal of recent research in AI and Law has been

devoted to discovering the set of factors at work in a domain using

NLP and machine learning techniques [7, 8, 15]. If, however, the

hierarchical version of the reason model is right and legal reasoning

is best understood as involving, not just a flat set of factors, but

an entire factor hierarchy, then this raises the difficult issue of

how NLP and machine learning techniques could be adapted to

discovering this kind of hierarchical information.

As an example of a conceptual problem: The opinions we have

described here could be called extensive opinions, because they in-

clude every decision—or precedent constituent—that might possibly

affect the ultimate outcome. But of course, we realize that not every

decision from an opinion is binding on future courts—not every

precedent constituent is part of the ratio of a case. Indeed, the

jurisprudential literature contains a variety of suggestions for iso-

lating the components of opinions that should be viewed as part of

the ratio.
One interesting example is the test introduced by Wambaugh

[19], discussed in the legal literature by Cross and Harris [9] and

in AI and Law by Branting, according to which, as Branting writes,

“if the deciding court could have believed the negation of [some]

proposition without changing the outcome of the case, the propo-

sition is dictum rather than ratio” [6, p. 41]. We can illustrate the

effect of this test in the current framework by returning to the

opinion o1 from the case c1 = ⟨X1,o1,π ⟩. This opinion contains a

number of decisions, including d2, which, as we have seen, tells
us that the reason { f5} has higher priority than the reason { f4}
relative to the concern r/r ′, so that this priority should constrain

future courts. But it is easy to see that, if this concern had been

decided the other way, the ultimate decision in this case would

have remained the same, since the case c1 was ultimately decided

for π and resolving the intermediate concern r/r ′ for r rather than
r ′ simply strengthens the overall argument for π . On a natural

interpretation of Wambaugh’s test, then, the priority ordering de-

rived from d2 should be viewed as dictum, and should not constrain

future courts.

Wambaugh’s test can be thought of as one way of trimming,

or pruning, the very extensive opinions defined in this paper to

yield something more closely approximating the traditional concept

of a ratio. There are surely other sensible modifications—we have

not tried to explore the underlying jurisprudential questions in

any depth here. Instead, we hope only to have introduced a frame-

work in which different definitions of the concept, and so different

answers to these jurisprudential questions, can be explored in a

precise way.
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