
Technical Presentations
••• Page Segmentation (and rule line separation)Page Segmentation (and rule line separation)Page Segmentation (and rule line separation)
••• Page Layout SimilarityPage Layout SimilarityPage Layout Similarity
••• Document ID/Script IDDocument ID/Script IDDocument ID/Script ID

This afternoon

• Signature Detection
• Logo Detection and Recognition
• Stamp Detection
• Font OCR



Observations
• Many documents use structure to convey function 
• Salient structure of entries is significantly important to the 

content parsing 
• Traditional document analysis approaches don’t capture the 

implicit repetitive structures that publishers use to convey 
information

Examples of structured documentsExamples of structured documents

Bilingual DictionaryBilingual Dictionary Yellow BookYellow Book Speaking TranscriptSpeaking Transcript Phone BookPhone Book



Definition of Success
• Provide retargetable document analysis capabilities

– To improve performance through optimization
– To provide new capabilities – Scripts, languages, layouts, etc

• Provide solutions for the desktop
– Make use of “user in the loop” to make key decisions in the 

process
– Bootstrap training and minimize tedious feedback from user

• Provide rapid solutions, consistent with task
– Layout capabilities in minutes
– Font (faces and styles) in hours
– Language capabilities in days



Target Application: Bilingual 
Dictionaries

Key source of lexical knowledge for language systems, useful forKey source of lexical knowledge for language systems, useful for CLIR, CLIR, 
MT and new language learningMT and new language learning
Primary example of structured contentPrimary example of structured content

LayoutLayout
LanguageLanguage
TaggingTagging



Challenges
• Layout varies between source
• Multiple scripts appear on a single page
• Lack of OCR for some languages
• Available OCR not optimized
• Unreliable font and style information

• Goals
– Limited amount of training data
– Make efficient use of user in the loop
– Get it done quickly—new capabilities in 24 hours
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Script Identification
• Goals

– Improve the performance of OCR
– Useful feature for logical and semantic segmentation
– Extremely useful for content parsing

• Challenges
– Different scripts are interlaced on a single page 
– Published approaches work at block or page level
– Different scripts require new features
– Local features requiring script knowledge not applicable
– Limited amount of training data

Interlaced words with different scripts in an Interlaced words with different scripts in an 
EnglishEnglish--Chinese dictionaryChinese dictionary

Identified scripts of word is useful for entry Identified scripts of word is useful for entry 
segmentationsegmentation



Our Approach

• Global texture features
• Gabor filter bank

– Optimal in minimizing the 2D uncertainty in space and frequency
– Orientation and scale tunable line and edge detector

• Feature vector construction
– Orientation-invariant
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Word Image Replication & 
Scaling

((a,ca,c) Original Image, () Original Image, (b,db,d) Normalized Image) Normalized Image

Segmented word images are normalized into images with size 64*Segmented word images are normalized into images with size 64*6464
by replication and scaling to guarantee features to be extractedby replication and scaling to guarantee features to be extracted under under 
the same condition.the same condition.

(a)(a) (b)(b) (c)(c) (d)(d)



Experiments
• Four bilingual dictionaries (each has 20 pages)

– Arabic-English
– Chinese-English
– Korean-English
– Hindi-English

• Four classifiers
– Weighted Euclidean distance (WED)
– k-Nearest-Neighbor (KNN)
– Gaussian mixture model (GMM)
– Support vector machines (SVM)

• Two protocols
– Leave one out
– Single page training



Leave One Out Results



Single Page Training Results
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Agenda
• Background and Motivation
• Challenges
• Our approach

– Analysis of text properties
• Script identification
• Font identification
• Style classification

– Recognition of text content
• Adaptive optical character recognition (OCR) 
• Automatic training sample creation

– Extraction of page layout
• Bootstrapped logical and semantic page segmentation

• Conclusion



Font Identification

• Locally analyzed typographical features
• S. Khoubyari, J. Hull (CVIU’96) and H. Shi, T. Pavlidis

(ICDAR’97):  identify function words such as “the” “of” “and”
and perform classification based on the font of these words.

• A. Zramdini, R. Ingold (PAMI’98): projection and connected 
component features 

• Global texture features
• Y. Zhu, T. Tan et al. (PAMI’98, PAMI’01): Gabor filter bank to 

extract texture features.

The identification approach using global texture features is easy to be 
tuned to work on different scripts and fonts.



Our Approach
• Also use global texture features
• New texture operator: grating cell operator
• New classifier: back propagation neural network (BPNN) to replace 

the simple weighted Euclidean distance (WED) classifier 
• Result comparison with Gabor filter  bank texture operator

Gabor filter responseGabor filter responseResponse of Gabor functionResponse of Gabor function



Frequency Selection

• Operator is slow
• Speed is crucial
• Minimize number of frequencies
• Maximize the performance

44--font Examplefont Example Ground TruthGround Truth 33--frequency Resultfrequency Result 44--frequency Resultfrequency Result



Cyrillic Example
Cyrillic Font ImagesCyrillic Font Images Ground TruthGround Truth Result of Grating CellResult of Grating Cell

5 Fonts5 Fonts

4 Fonts4 Fonts



Results of Five Fonts, Three 
Scripts
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Agenda
• Background and Motivation
• Challenges
• Our approach

– Analysis of text properties
• Script identification
• Font identification
• Style classification

– Recognition of text content
• Adaptive optical character recognition (OCR) 
• Automatic training sample creation

– Extraction of page layout
• Bootstrapped logical and semantic page segmentation

• Conclusion



Style Classification
• Motivation

– Provide additional implicit information
– Represent different functionalities
– Feature useful for page segmentation and 

content parsing
– Significantly depends on image qualities

One entry of an EnglishOne entry of an English--French bilingual dictionaryFrench bilingual dictionary



Possible Features for Style 
Identification

• Stroke width
• Foreground density
• Aspect ratio
• Vertical skeleton pixel ratio
• Possible slant angle
• Nine-zone foreground density



Approach for Style Identification

Clusters of the Clusters of the 
Same CharacterSame Character

2 Clusters of2 Clusters of
Each CharacterEach Character

Gaussian MixtureGaussian Mixture
Model (GMM)Model (GMM)

Styles ofStyles of
All CharactersAll Characters

Styles ofStyles of
All WordsAll Words

Weighted VotingWeighted Voting
for Each Wordfor Each Word

Maximum LikelihoodMaximum Likelihood
Classification (ML)Classification (ML)

KK--MeansMeans
Clustering (K=2)Clustering (K=2)

Feature ExtractionFeature Extraction

Set Word Style NormalSet Word Style Normal
Set Character Style NormalSet Character Style Normal

Update CharacterUpdate Character
Style BasedStyle Based

on Word Styleon Word Style

InitializationInitialization IterationIteration

OutputOutputOCR ResultOCR Result



Experimental Result Comparison
Style Identification Result Comparison
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