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BOBCAT-DI
1 Introduction

1.1 Background

Over the past five decades, evaluation has become an increasing 
1.2 Related Work

1.3 Organization of Report

2 Evaluation Metrics and Protocols
2.1 Overview

2.2 Related Work

2.3 PETS
See PETS Documentation Temporarily
2.4 ImDiff
There is a class of document analysis problems which require analysis, and thus evaluation, at the pixel level and we refer to these problems as detection problems.  One example of this includes line detection and removal and second example is general noise removal.  Pixels of these classes are often interspersed with content so the “detection” must be done at a pixel level.
For this class of problems, we assume that we have a set of pixels we want to detect which we refer to as the template.  From this template, we can look at the number of pixels that are missed and falsely detected, as well as a percentage of missed as a function of the number of pixels in the template, and the percentage of false, as a function of the number of pixels in the original or result image.
For example, for line removal the goal is to detect and remove line pixels from the image. Suppose we have document images which contains only text lines, generated by scanning some of the ruled line pages, that we call ground truth line image. Then, we also have documents that contain only text (and no lines), which is called ground truth text image.  Using the line templates and text images, we further generate documents that have line overlapping with text, by simply addition of the images to generate our test images.  For evaluation we will identify the pixels that are in the textline image that are not in the text image to define our line template.
Our line removal algorithm is run on these test images, where try to remove the line pixels that do not overlap with the text. The output is the document image with only text pixels without the “line pixels” in the template  Since we have the original document, we can evaluate the accuracy of our algorithm by finding the total number of missed line pixels and false line pixels in the output image which is defined as follows:

CASE 1: Goal is to remove template pixels.

Missed Detections: Foreground pixels that are present in the template and remain in the output image.
False Detections: Foreground pixels that are present in the test (or original) image, but not in the template, and are not in the output image.
We can express the above measure relative to the total number of pixels as follow:

Missed %= (Number of Missed Pixels / Pixels in template)*100
False % = (Number of False Pixels / Pixels in original image)*100
CASE 2: Goal is to retain only template pixels.

Missed Detections: Foreground pixels that are present in the template and are missing in the output image.

False Detections: Foreground pixels that are not present in template image and are present in the output image.

We can express the above measure relative to the total number of pixels as follow:

Missed %= (Number of Missed Pixels / Pixels in template)*100
False % = (Number of False Pixels / Pixels in output image)*100
Above evaluation can be understood by following figures which is taken from our dataset for Case I.
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Figure 1:  Example of a ground truth Text image.
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Figure 2: Example of a ground truth Text Line Image
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Figure 3: Image created by addition of the text image and text line template from Figure 1 and Figure 2 respectively.
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Figure 4: A sample output of Line Removal Output. 
We can see some of the parts of Line still remaining over the text and some of the text pixels missing.
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Figure 5: Missed Detections in the output image
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Figure 6:  False detections in the output image
For the above example we have following:

Total number of text pixels: 265911

Total number of Line Only Pixels (which do not overlap with text): 307527 

Missed Detections (line pixels that are not removed): 2028

False Detections (text pixels that are removed): 2971

Missed Percentage  =  0.9661 %
False Percentage =  0.7627 %
3 Datasets
See Evaluations Spread Sheets Temporarily

4 Algorithms 
4.1 Unsupervised Text Line Detection using Affinity Propagation [1]
4.1.1 Introduction
Automatic detection of text lines in Arabic handwritten documents is a fundamental step prior to any further Optical Character Recognition (OCR) or automatic translation. The purpose of this task is to develop a robust, unsupervised text line detection algorithm for Arabic handwritten documents. Such an algorithm must have two main characteristics – (1) the designed algorithm must accurately detect text lines in different orientations and (2) the designed algorithm must detect text lines in near real-time.

4.1.2 Affinity Propagation

Affinity Propagation (AP) [2] is a recently developed unsupervised data clustering technique. AP depends on passing messages between data points. Two types of messages are passed between data points – (1) availability messages indicate the availability of a given data point to serve as a cluster center for the neighboring data points and (2) responsibility messages indicate the willingness of a certain data point to be a member of a specific cluster. These two types of messages are passed based on the similarity between pairs of data points.

AP has two main advantages. First, the number of cluster need not be a priori specified. Second, AP is very flexible because it is independent on the method used to compute the pair-wise similarities.
4.1.3 Approach
We adopt an unsupervised, hierarchical clustering methodology to automatically detect text lines in multiple orientations in Arabic handwritten documents. Text lines are detected in two steps. First, the orientations of the document’s connected components are used to compute a pair-wise similarity matrix using exponential kernels. AP is applied to the orientation similarity matrix to cluster the document into a number of text areas with homogenous orientations.

For each of the detected text areas, a pair-wise similarity matrix is computed using exponential kernels using the projections perpendicular to the orientation. AP is applied using the similarity matrix and text lines are detected.
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Figure 7: Sample Image
4.1.4 Publications

[1] Wael Abd-Almageed and David Doermann, “Text Line Detection in Arabic Handwritten Documents,” To be submitted to International Conference on Document Analysis and Recognition, Barcelona, Spain, July 2009.

[2] B. Frey and D. Dueck,” Clustering by Passing Messages Between Data Points,” Science, pp. 972—976, 2007. 

4.2 Document Zone Classification using Partial Least Squares and Hierarchical Classifiers

4.2.1 Introduction

Identifying the content type of document zones is a fundamental component of modern document analysis systems. For example, identifying zone type allows the application of content-specific algorithms and can improve Optical Character Recognition (OCR) by providing domain knowledge. More importantly, zone type identification is crucial to indexing and retrieval of large document databases.

Broadly speaking, content analysis algorithms can be classified as one of three main approaches -- (1) type-specific detection, (2) page classification and (3) zone classification. Type-specific approaches, emphasize finding specific types of zones, such as text regions, logos, mathematical expressions and tables. Page classification approaches, assume the content of the entire page is of a single type (e.g. title page or index page) and a classifier is used to determine the page content. Finally, zone classification approaches assume that the page is segmented into zones with independent content types.  Low level image features are extracted from each zone and a statistical classifier is used to label the different zones into one of possible content types (e.g. text, math, etc.).

4.2.2 Approach

Classically, multi-class classification problems have been treated by either constructing a number of one-against-all binary classifiers or constructing a number of one-against-one binary classifiers, with the latter method reported to be the most successful one. A voting scheme is then used to determine the required class label. One-against-one method suffers a principal limitation. If the observation being tested does not belong to either of the two classes on which the classifier is trained, a vote will be incorrectly cast, biasing the final classification outcome. To overcome this limitation, we used a novel approach by constructing hybrid of the two approaches.

We construct a number of two-against-all classifiers, which will be used to determine if a vote will be cast to a given class. Based on the decision of the two-against-all classifier, a regular one-against-one classifier is used to label the test sample and cast the vote. This mechanism prevents casting incorrect votes if the test sample does not belong to either of the two classes modeled by the one-against-one classifier.
4.2.3 Evaluation

We applied our new approach to the University of Washington (UW) data set. The dataset contains 1690 document images with a total of 24531 zones.  We considered 10 different zone types -- -- chemical drawing, small text and symbols, drawing, halftone, logo or seal, map, math, ruling, table and large text. Using SVM as the underlying binary classifier, hybrid classifier achieves 97.3% classification accuracy. To our knowledge, the best reported performance on this dataset is 98.45% of Wang et al. [2]. However, the UW data set is significantly unbalanced with 87.9% small text samples and 0.065% logo and seal samples and 0.057% map samples, which skews the classifier performance. The approach of Wang et al. [2] has not been tested on a balanced data set.

In order to further assess our proposed algorithm, we eliminated small text, logo and seal and map classes from the dataset which leaves a balanced data set of seven zone classes. The hybrid classifier achieves a comparable 96.6% accuracy. No result is available for a similar experiment from [2]. Moreover, similar experiments show that the hybrid classification scheme out-performs the classic one-against-one scheme. The following table summarizes the results.

	
	1-vs-1
	Wang et al. [2]
	Hybrid

	Unbalanced
	93.1%
	98.45
	97.3%

	Balanced
	88.2%
	N/A
	96.6%


4.2.4 Publications
[1] Wael Abd-Almageed, Mudit Agrawal, Wontaek Seo and David Doermann, “Document Zone Classification using Partial Least Squares and Hybrid Classifiers,” Accepted, International Conference on Pattern Recognition, Tampa, Florida, December, 2008.

[2] W. Wang, I. T. Phillips and R. M. Haralick, “Document Zone Content Classification and Its Evaluation”, Pattern Recognition, 39(1), 2006.

4.3 Rule Line Removal in Binary Document Images using Support Vector Data Description

4.3.1 Introduction

The purpose of this task is to develop an algorithm for automatically removing the background rule lines in order to improve the overall quality of the document image prior to further processing steps, such as Optical Character Recognition (OCR). Two objectives are taken into consideration when designing our rule line removal algorithm. First, the algorithm must not depend on explicitly detecting rule lines prior to removing them. Methods that depend on detecting the rule lines (e.g. using Hough Transform) are prone to making estimation errors and usually have many parameters that are difficult to tune for a large distribution of document pages. Therefore, we need to design an algorithm that performs well on documents with and without rule lines. Second, the algorithm designed must not degrade the quality of the textual connected components when applied to non-rule lines pixels.

4.3.2 Approach
Page rule lines represent a distinct data domain versus other document content types, such as text, logos and signatures. The classic approach in such cases is using a multi-class classifier. However, multi-class classifiers are not suitable for this problem because (1) the required large training sets from different classes and (2) the limitations in currently used voting schemes, as we have pointed out in [1] and (3) the objective is to identify pixels that belong to the rule line class versus other pixel types, rather than actually identifying other pixel types.

Consequently, we will use data domain description methods for characterizing page rule lines. The objective is to completely describe the data domain while rejecting outlier data. For this purpose, we used Support Vector Data Description (SVDD) to describe the observations extracted from rule lines. SVDD is inspired by Support Vector Machines (SVM) and it describes the data domain using a hypersphere in a higher dimensional feature space. The hypersphere is characterized by the support vectors of the data domain.

Binary document images restrict feature extraction choices. Therefore, in order to obtain a pseudo-gray scale representation of the document image, we compute the directional gradient of the Distance Transform (DT) of the binary image. The magnitude of the gradient is discarded and the direction of the gradient is use a pseudo gray scale representation.

The texture of the pseudo gray image will be used to distinguish between pixels that belong to page rules lines versus text pixels. Texture features are extracted using a Gabor Filter Bank. 

4.3.3 Preliminary Results

Figures 1 and 3 show examples of document images with page rule lines. Applying classic line detection methods on this image fails because of the discontinuities in the rule lines. Figures 2 and 4 show the results of applying our SVDD-based classifier to remove rule lines. The figure demonstrates that the developed classifier correctly remove pixels that belong to the rule lines if they not indeed part of a larger connected component representing true content.
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Figure 8: Original Document Image
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Figure 9: Document Image with Page Rule Lines Removed
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Figure 10: Original Document Image
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Figure 11: Document Image with Page Rule Lines Removed
4.3.4 Evaluation Dataset

In order to evaluate our rule line removal algorithm, we built a dataset of 100 document images. The 100 images are evenly collected from TOBACO, Anfal, Harmony and AMA datasets. The 100 images are chosen such that 50 images contain document lines and 50 images contain only textual content.

Since a pixel-level annotation for page lines is virtually impossible, we are currently in the process of developing an evaluation methodology that does not require pixel-level annotation. The developed algorithm will be applied to the image set and evaluation results will be reported as soon as they are available.

5 Sample Evaluations

5.1 Overview
See Evaluations Spread sheets Temporarily.
5.2 Page Segmentation

5.3 Page Classification

5.4 Noise and Clutter Cleaning 

5.5 Line Removal

5.6 Line Detection

6 Summary and Conclusions
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