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Task: Metrics
Researchers: Wontaek Seo, David Doermann

Completed Work:
Algorithms and a frame work has been designed and implemented for document 
zone classification evaluation.  The program takes to DocLib XML files and 
compares them on a zone by zone basis, assuming zoneids match, and produces

 A file by file evaluation, showing the zones which are correct and 
incorrect (See Appendix A)

 A summery of accuracy by zone type (See Appendix A)
 A confusion matrix (See Appendix A)
 A Visual output in XML format showing the correct and incorrect images 

overlaid on the (See Appendix B)

Status:
We are currently implementing a doclib module for zone segmentation evaluation 

found in the following ICDAR article.
 Antonacopoulos, A.; Gatos, B.; Karatzas, D., "ICDAR 2003 page 

segmentation competition," Document Analysis and Recognition, 2003. 
Proceedings. Seventh International Conference on , vol., no., pp. 688-692, 3-6 
Aug. 2003

We are adding capabilities for zone class results, precision and recall.  A short description 
of the approach, taken from the original article is contained in Appendix C.

Planned Work:
Challenges and Issues:

None at this time



Task: Survey of Available data and Metrics
Researchers: Kamal Tayal

Status:
A www site has been designed and is operational for the collection of information 
about datasets, tools and metrics for evaluation.  The site will collect contact 
information, particulars of the datasets and metrics and information about 
availability and cost.

Planned Work:
February 2008 – testing and finishing implementation
March 2008 – open data collection and targeted advertising

Challenges and Issues:
The timeline looks like the delivery will slip a little from the previously specified 
February 15th.



Task: Ground Truth Data
Researchers: David Doermann

Status:
A specification has been designed and a preliminary version will be available at 
the end of March.

The group intends to take the 200 plus document images from the ANFAL 
collection that have been transcribed and have additional metadata and do line and 
zone level ground truth.

We will approach the sponsors about using the MADCAT specifications so the 
projects can both use the data.

Planned Work:
Ongoing

Challenges and Issues:
None at this time

Task: GEDI Enhancements
Researchers: Elena Zotkina and David Doermann

Previous Work:
The GEDI tool has been modified to provide reading order capabilities. It has also 
added some automated “box shrinking” capabilities that will be used for zone 
level ground truthing

Status:
Various bug Fixes
Recent enhancements include

File Read/Write Warnings
Reading Order Capabilites
Network listener added to control GEDI from outside the program
Linux Support
Multiple File Type Support

Most recent version Delivered to ARL in March

Planned Work:
Version 2.1 tested and delivered April 15th.



Appendix A:  Evaluation Output

Zone classification Evaluation Result
Generated on Feb 14 00:20:42 2008

=========================
Result of Individual File
=========================

O : Matched, X : Mis-matched

A001BIN.TIF
-----------
(O) ZoneID : 000, Ground-Truth : text_sm, Output : text_sm
(O) ZoneID : 001, Ground-Truth : text_sm, Output : text_sm
(O) ZoneID : 002, Ground-Truth : text_sm, Output : text_sm
(O) ZoneID : 003, Ground-Truth : text_sm, Output : text_sm
(O) ZoneID : 004, Ground-Truth : text_sm, Output : text_sm
(O) ZoneID : 005, Ground-Truth : text_sm, Output : text_sm
(O) ZoneID : 006, Ground-Truth : text_sm, Output : text_sm
(O) ZoneID : 007, Ground-Truth : text_sm, Output : text_sm
(O) ZoneID : 008, Ground-Truth : text_sm, Output : text_sm
(O) ZoneID : 009, Ground-Truth : text_sm, Output : text_sm
[OVERALL] 10/10, 100.00%

A002BIN.TIF
-----------
(O) ZoneID : 000, Ground-Truth : text_sm, Output : text_sm
(O) ZoneID : 001, Ground-Truth : text_sm, Output : text_sm
(O) ZoneID : 002, Ground-Truth : text_sm, Output : text_sm
(O) ZoneID : 003, Ground-Truth : table, Output : table
[OVERALL] 4/4, 100.00%

<<SKIPPED SOME CONTENT>>

==================
Summary of Results
==================

- Total Number of Sample :  24531
- Overall Accuracy : 94.73%
- Average of Each Class Accuracy : 66.12%

01. Information on Classes
==========================



Label    Name of Class                  Number of Sample     Accuracy  
---------------------------------------------------------------------
00       text_sm                        21572                 95.89%
01       table                          204                   49.02%
02       math                           837                   91.40%
03       text_lg                        127                   69.29%
04       halftone                       384                   96.61%
05       drawing                        774                   89.53%
06       chm_drawing                    168                   65.48%
07       logo                           16                     6.25%
08       ruling                         435                   97.70%
09       map                            14                     0.00%

02. Confusion Matrix
====================

Out\GT             00            01            02            03            04            05            06            07            08            09
00       20686(95.9%)*    10( 4.9%)     48( 5.7%)     16(12.6%)      0( 0.0%)     10( 1.3%)      6( 3.6%)      2(12.5%)      0( 0.0%)      2(14.3%) 
01          28( 0.1%)    100(49.0%)*     0( 0.0%)      0( 0.0%)      2( 0.5%)      8( 1.0%)      0( 0.0%)      0( 0.0%)      1( 0.2%)      0( 0.0%) 
02         411( 1.9%)     11( 5.4%)    765(91.4%)*    17(13.4%)      0( 0.0%)     18( 2.3%)     36(21.4%)      2(12.5%)      1( 0.2%)      0( 0.0%) 
03          15( 0.1%)      0( 0.0%)      0( 0.0%)     88(69.3%)*     1( 0.3%)     11( 1.4%)      0( 0.0%)      5(31.3%)      0( 0.0%)      0( 0.0%) 
04         403( 1.9%)      2( 1.0%)      0( 0.0%)      0( 0.0%)    371(96.6%)*    27( 3.5%)      0( 0.0%)      5(31.3%)      8( 1.8%)      3(21.4%) 
05          21( 0.1%)     81(39.7%)     24( 2.9%)      3( 2.4%)     10( 2.6%)    693(89.5%)*    16( 9.5%)      0( 0.0%)      0( 0.0%)      9(64.3%) 
06           3( 0.0%)      0( 0.0%)      0( 0.0%)      3( 2.4%)      0( 0.0%)      7( 0.9%)    110(65.5%)*     1( 6.3%)      0( 0.0%)      0( 0.0%) 
07           0( 0.0%)      0( 0.0%)      0( 0.0%)      0( 0.0%)      0( 0.0%)      0( 0.0%)      0( 0.0%)      1( 6.3%)*     0( 0.0%)      0( 0.0%) 
08           5( 0.0%)      0( 0.0%)      0( 0.0%)      0( 0.0%)      0( 0.0%)      0( 0.0%)      0( 0.0%)      0( 0.0%)    425(97.7%)*     0( 0.0%) 
09           0( 0.0%)      0( 0.0%)      0( 0.0%)      0( 0.0%)      0( 0.0%)      0( 0.0%)      0( 0.0%)      0( 0.0%)      0( 0.0%)      0( 0.0%)*

03. Precision and Recall
========================

Class\Eval precision    recall  detected   correct     total
00            99.55%    95.89%     20780     20686     21572
01            71.94%    49.02%       139       100       204
02            60.67%    91.40%      1261       765       837
03            73.33%    69.29%       120        88       127
04            45.30%    96.61%       819       371       384
05            80.86%    89.53%       857       693       774
06            88.71%    65.48%       124       110       168
07           100.00%     6.25%         1         1        16
08            98.84%    97.70%       430       425       435
09             0.00%     0.00%         0         0        1



Appendix B:  Snapshot of results visualization

Note Small Text was incorrectly recognized and classified as a table (Shown in Red)



Appendix C: Description of Algorithm taken from Original published Paper:

The performance evaluation method used is based on counting the number of matches 
between the entities detected by the algorithm and the entities in the ground truth [5-7]. 
We use a global MatchScore table for all entities whose values are calculated according 
to the intersection of the ON pixel sets of the result and the ground truth (a similar 
technique is used at [8]). 

Let I be the set of all image points, Gj the set of all points inside the j ground truth region, 
Ri the set of all points inside the i result region, gj the entity of j ground truth, ri the entity 
of i result, Τ(s) a function that counts the elements of set s. Table MatchScore(i,j) 
represents the matching results of the j ground truth region and the i result region. Based 
on a pixel based approach of [5], and using a global MatchScore table for all entities, we 
can define the metric

If Ni is the count of ground-truth elements belonging to entity i, Mi is the count of result 
elements belonging to entity i, and w1, w2, w3, w4, w5, w6 are pre-determined weights, 
we can calculate the detection rate and recognition accuracy for i entity can be used to 
define the accuracy.

 A performance metric for detecting each entity can be extracted if we combine the 
values of the entity’s detection rate and recognition accuracy. 
A global performance metric for detecting all entities can be extracted if we combine all 
values of detection rate and recognition accuracy. If I is the total number of entities and 
Ni is the count of ground-truth elements belonging to entity i, then by using the weighted 
average for all EDMi values we can define the following Segmentation Metric (SM).

Relevant References:

[5] I. Phillips and A. Chhabra, "Empirical Performance Evaluation of Graphics 
Recognition Systems," IEEE Transaction of Pattern Analysis and Machine Intelligence, 
Vol. 21, No. 9, pp. 849-870, September 1999.

[6] A. Chhabra and I. Phillips, "The Second International Graphics Recognition Contest -
Raster to Vector Conversion: A Report," in Graphics Recognition:
Algorithms and Systems, Lecture Notes in Computer Science, volume 1389, pp. 390-410, 
Springer, 1998.
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