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A Message from the Organizers

It is my distinct pleasure to welcome you to the 3rd bi-annual Symposium on Document
Image Understanding Technologies. The Symposium was established in 1995 in
response to the growing need to nurture ties between government, industrial and
academic organizations providing support to the document understanding community. It
is our hope that this Symposium will continue to contribute to the interaction between
these organizations and the community at large.

This year we are proud to bring you three exciting and informative keynote presentations.
The first is from William Dowling of the United States Postal Service who will provide a
vision of the Postal Services Integrated Processing Facility. The second talk is by
researchers Keith Knox from Xerox, and Robert Johnston and Roger Easton from the
Rochester Institute of Technology, who will describe their work on the "Image
Restoration of the Dead Sea Scrolls”. Finally, Gary Strong from the National Science
Foundation will speak on "Universals in Document and Image Understanding."

The technical and overview presentations are broken up into nine single-track sessions,
on topics covering everything from declassification to multi-lingual processing to text
processing in multimedia environments. As in previous years, we will also have an
abstract session and demo session where researchers can interact with one another in an
informal environment. This year’s Proceedings contain over 40 contributions ranging in
detail from technical descriptions of systems to high-level philosophical discussions of
problems facing the field. Our hope is that it will serve as a benchmark for evaluating
where we have come from and where we are headed in document understanding research.

Last but not least, I would like to thank Ms. Denise Best, for her countless hours of work
in preparation for this Symposium. Without question, her dedication is reflected in the
quality of the Proceedings, the readiness of the facilities and the overall professionalism
with which this meeting has been run. We thank her for her support in making this a
successful Symposium.

Thank you for your participation, and we hope you enjoy your stay in Annapolis.

David Doermann
University of Maryland
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USPS Integrated Processing Facility - Vision

William J. Dowling
United States Postal Service

Abstract

The right technology at the right price -- in time to make a difference. The
Integrated Processing Facility (IPF) is a concept for a fully automated mail
processing environment that integrates current and evolving technology, now
under development by USPS Engineering. The goals of the IPF project are to:
Upgrade and link existing automated mail processing equipment in the
Processing and Distribution Centers (P&DCs); Provide tools that generate and
track savings; Facilitate the introduction of value-added services; and Create a
safer, more effective environment for employees.

Biographical Sketch

William J. Dowling was named Vice President of Engineering on August 21, 1992. Previously
he had served as the Assistant Postmaster General for Engineering and Technical Support and
before that he held the post of Regional Director of Operations Support for the Postal Service’s
Northeast Region.

As the Vice President for Engineering, Dowling oversees all engineering and development efforts
focused on internal processes. He directs all engineering and acquisition support functions,
including the design and development of new automation, material handling systems and
vechicles. Dowling reports to the Chief Operating Officer and Executive Vice President,
Clarence E. Lewis, Jr.
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Image Restoration of the Dead Sea Scrolls

Keith T. Knox
Xerox Corporation
800 Philips Road, M/S/ 128-27E
Webster, NY 14850
kknox @crt.xerox.com

Robert H. Johnston and Roger L. Easton
Rochester Institute of Technology
Carlson Center for Imaging Science
54 Lomb Memorial Drive
Rochester, NY 14623-5604
easton @cis.rit.edu, rhifad @ritvax.isc.rit.edu

Abstract

A team of scientists at the Xerox Digital Imaging Technology Center and the
Chester F. Carlson Center for Imaging Science at the Rochester Institute of
Technology has been collaborating for four years on a joint project to apply
imaging technology to the study of ancient documents. The goals of the team
are to enhance and clarify many kinds of degraded writings, with a particular
emphasis on the Dead Sea Scrolls. Two methods have been used in this study. A
custom digital camera from Eastman Kodak, sensitive from the ultraviolet to the
near infrared, has been used to reveal characters in otherwise unreadable
manuscripts. Additionally, special purpose image processing software has been
developed at Xerox and RIT to enhance text images from photographs of
degraded documents. These techniques have been applied successfully to
several manuscripts dating from 1000 to 2000 years old. Through this joint
effort, the team has been able to reveal writing that has not been seen, in some
cases, for over two thousand years.

Biographical Sketches

Keith T. Knox received his B.S. (1970) in electrical engineering and Ph.D (1975) in Optics from
the University of Rochester. He joined Xerox Corp. in 1974 and is a Principal Scientist in the
Digital Imaging Technology Center, Rochester, N.Y. Knox has been involved in image
processing research for over 25 years, focusing on enhancement and restoration. In his doctoral
research, he developed an algorithm to restore turbulence-degraded, astronomical photographs.
At Xerox, he has devised algorithms for digital halftoning, for correcting scanned input images
and for digitally restoring illegible text in ancient documents. He is a Fellow of IS&T and OSA.

Robert H. Johnston is a published scholar, archaeoiogist, researcher, digital imager, consultant
and academic administrator. Participated in over 60 archaeological excavations in the Middle
East and the Far East. Expertise in the application of digital and scientific analysis to the study of
ancient archaeological material. Special interest in the digital restoration of ancient degraded
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textual discoveries. Extensive research in the digital enhancement of Dead Sea Scroll fragments,
Papyrus documents, (from Petra, jordan), and cuneiform tablets. Experience in digital capture,
manipulation and enhancement techniques along with analytical applications using infrared,
Ultraviolet, x-ray, neutron activation and the scanning electron microscope. Additional expertise
in computer applications to the broad field of forensic science.

Roger Easton attended Haverford College, the University of Maryland, and the University of
Arizona, where he received the Ph.D. in Optical Sciences. He is a faculty member in the Chester
F. Carlson Center for Imaging Science of the Rochester Institute of Technology, where he teaches
courses in imaging mathematics, optics, and digital image processing. He received the Professor
Raymond C. Bellman Award from the Society for Imaging Science and Technology in 1997 for
undergraduate teaching of imaging. His research interests include applications of digital
holography and development of new imaging techniques to enhance readability of documents,
particularly ancient writings.
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Image Restoration of the Dead Sea Scrolls

Keith T. Knox
Digital Technology Center
Xerox Corporation
Webster, NY 14580

Roger L. Easton, Jr. Robert H. Johnston
Chester F. Carlson Center for Imaging Science
Rochester Institute of Technology
Rochester, NY 14623

Abstract

Three scientists from the Xerox Digital Imaging
Technology Center and the Chester F. Carlson Center
Jor Imaging Science at the Rochester Institute of
Technology have been working for four years to apply
modern digital imaging technologies to the study of
ancient documents. The goals of the team are twofold:
to enhance the legibility of the documents, thereby
aiding scholars in their studies, and to develop
technigues and technologies that can be applied to
modern documents in commercial applications.

1 Introduction

The Dead Sea Scrolls comprise over 800 manuscripts
that include some of the earliest known religious
accounts of both Biblical and non-Biblical texts. The
scrolls were discovered in several caves near the Dead
Sea over a period of several years beginning in 1947. A
few of the scrolls were stored in jars and are in good-to-
excellent condition. Most lay unprotected on the floor
of the caves and were damaged, often severely, by
exposure to moisture and animal waste. Many of the
scrolls are now physically fragmented, decomposing, or
otherwise unreadable. The importance of the scrolls to
historians and religious scholars is such that ardent
efforts have been made to preserve the scrolls and
prevent further damage.

Until quite recently, the imaging technologies used to
document and enhance the scrolls have been based on
traditional photography. Only within the last few years
have the methods and technologies of digital imaging
have been applied to the problem of improving the
legibility of characters in these manuscripts. Recently,
our group applied the techniques of digital image
processing to photographs of one of the Dead Sea
Scrolls to enhance characters in degraded regions. We
also used a wideband digital CCD camera to obtain
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images of some scroll fragments in the ultraviolet,
visible, and infrared regions of the spectrum.

The choice of enhancement method depends upon the
particular artifact or document being studied. In cases
where inks have faded, images obtained under
ultraviolet-light illumination may reveal characters that
are either difficult to distinguish or totally unreadable
when viewed by eye. If the parchment has darkened
due to the effects of age or exposure, infrared imaging
may reveal otherwise unreadable characters. Both
techniques require that the original scrolls be available
to be imaged, and the images may be further enhanced
using digital iinage techniques.

If the actual scrolls are not available for direct
examination, photographs may be processed in a digital
computer to enhance subtle color differences between
ink and parchment and may reveal new characters. In
the work reported here on the Dead Sea Scrolls, we
have used images of actual scrolls, obtained under
infrared illumination, and have digitized and processed
color photographs taken by others. In both cases,
additional characters have been revealed.

2 Enhancing Photographs

The Temple scroll [1] contains 67 columns of text
written on parchment (animal skin). A photograph of a
piece of one column of the Temple Scroll is shown on
the left side of Figure 1. The photographs of this scroll
were taken by Bruce and Kenneth Zuckerman in
collaboration with James Charlesworth, editor of the
Dead Sea Scrolls Project of the Princeton Theological
Seminary.

The manuscript describes an idealized Temple in
Jerusalem, including the rituals that should be practiced
there. Much of the scroll is in good condition while
some sections of the parchment are very dark and
others have many pieces missing. The original scroll is
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Figure 1: Temple Scroll. A photograph of the top of column 17 is shown on the left. The red-green component of
the original color photograph is shown on the right. In the red-green component, five new lines of characters are
visible as four overwritten lines and a brand new line in the gap. From these pictures, scholars have discovered 18
new characters that have filled in a missing piece of the description in the neighboring column.

preserved in Jerusalem and is available to scholars by
request from the Israeli Antiquities Authority. Our
work was done completely from photographs of the
scroll taken in 1992.

The color photographs of the Temple Scroll were
digitized and processed to enhance the small color
differences between characters and parchment within
the darkened regions. The most successful
enhancement was obtained by transforming the RGB
image data to the Xerox “YES” color space {2]. The
“E” channel (red- green) shows remarkable new
character information, as can be seen in the image on
the right side of Figure 1. The first four lines are now
seen to contain two sets of characters, including some
previously unseen that are superimposed on the visible
characters. In addition, a new line of characters has
appeared in the blank space following the fourth line.

We consulted with Professor Charlesworth to
establish the meaning and significance of these results.
He determined that the newly discovered characters had
been transferred from the neighboring column to the
right from a section of parchment that no longer exists.
We confirmed this conclusion by making some
measurements on the digital images. Photographs of
the neighboring columns were precisely aligned by
matching features in the overlapping regions. After
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careful measurements of the distances between
degraded areas, we were able to confirm Professor
Charlesworth’s hypothesis of the source of these
characters.

We have subsequently determined that the newly
discovered characters are on a piece of the scroll that
tore off the neighboring column and stuck to the back
side of the column shown in Figure 1. The
enhancement of the small color differences made these
characters visible from the photograph of the front of
the scroll. Professor Charlesworth has updated the
reconstructions of this missing region that were made
previously by scholars [3] who studied this scroll.

3 Imaging Scroll Fragments

If actual scroll fragments are available, additional
information may be obtained by imaging over a range
of wavelengths. Infrared photography was used on the
Dead Sea Scrolls when they were first discovered.
More recently, scientists have been using digital
imaging and infrared light [4] to enhance the visibility
of degraded characters.

Through the kindness of Father John Peter Meno, the
Archdiocesan General Secretary at St. Mark's Syrian
Orthodox Cathedral in Teaneck NJ, we had the




Figure 2: Liturgical Scroll. On the left is a fragment of a liturgical scroll, seen in visible light. The lower right
portion of the fragment is very dark and only a few traces of characters are visible. When this fragment is viewed in
infrared light, several characters appear and are easily read. The new readings from this and a similar fragment and

were recently combined to reconstruct a hymn that was previously unknown to the Dead Sea Scrolls scholars.

opportunity to image several scroll fragments in June of
1997. These fragments originally were acquired in
1947 by Mar Athanasius Yeshue Samuel, who was the
archimandrite of the Syrian Orthodox monastery of
Saint Mark in Jerusalem. He purchased the fragments
from the Bedouin shepherds who originally discovered
them in caves near Qumran.

Regions of these fragments have darkened
significantly due to chemical or other damage. The text
in these areas is very difficult or impossible to read by
eye. Images of these fragments were created in the
several available bands of wavelengths with our
DCS-200 Kodak digital camera and a set of glass
bandpass filters under tungsten-light illumination. The
contrast of the characters in the darkened sections of the
parchment is significantly enhanced.

The benefit of infrared imagery is evident from
Figure 2, which shows the visible and infrared images
of a fragment of a liturgical scroll. Additional text is
clearly visible in the infrared image. Upon subsequent
analysis of these images by scholars, it was revealed
that this text constitutes a previously unknown hymn.
The acquisition of these images and the subsequent
analysis was featured in the BBC-TV production
“Traders of the Dead Sea Scrolls”, which was shown on
“The Learning Channel” on January 12, 1999. More
details of our work on the Temple Scroll can be found
in an article [S] in Optics & Photonics News.
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Universals in Document and Image Understanding

Gary W. Strong
National Science Foundation
4201 Wilson Blvd., Suite 1115
Arlington, VA 22230
gstrong@nsf.gov

Abstract

A vision of the future of information technology research is identified and
suggested for use in document image understanding. The landscape of document
and image understanding is rich in the current variety of research thrusts being
pursued. Neighboring research thrusts share approaches that contribute to
advances in each. It is natural to wonder whether or not a merging of thrusts will
be a profitable research strategy. For example, analysis of document structures
can contribute to fruitful approaches to text summarization, to identification of
figures and tables, and to translation of figures or tables into text. Would it be
useful to develop a more universal (with respect to modality of display)
description of entities, events, figures, tables, and image objects to enable
additional cross-thrust processing strategies? In studies of web-based
information services of the future, such an “intermedia” has been offered as one
way to represent information independently of modality and language.

Biographical Sketch

Gary Strong is Deputy Director of the Information and Intelligent Systems Division of the
National Science Foundation. Part of his duties are to co-ordinate efforts and represent NSF in
information technology and critical infrastructure protection interagency working groups. He
also manages the Human Computer Interaction Program of the Foundation, having developed
several interagency programs, among them Human Language Resources and Speech, Text,
Image, and Multimedia, Advanced Technology. Gary received his doctorate from the University
of Michigan jointly in Computer and Communication Sciences and Anthropology. In
anthropology, his thesis on Japanese culture won the 1981 American Association for the
Advancement of Science Arthur F. Bentley Socio-Psychological Prize. Prior to that he received a
Masters Degree from Columbia and a Bachelor’s Degree from Michigan, both in Electrical
Engineering. He was co-inventor on two patents at Bell Telephone Laboratories where he
worked from 1967 to 1974.

Gary’s work for NSF includes contributing to the Human-Centered Systems Program Component
Area of the Computing, Information, and Communications R&D Subcommittee of the National
Science and Technology Council. A major piece of this effort is the interagency research thrust
on Universal Access, a working group on which he co-chairs. A recent study he commissioned
from the National Research Council entitled More then Screen Deep has been widely influential
in this developing field.
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A System for Address Extraction from Facsimile Images

Craig R. Nohl Jan I. Ben

Dar-Shyang Lee!

Christopher J. C. Burges

Lucent Technologies Bell Labs
101 Crawfords Corner Road
Holmdel, NJ 07733 USA
nohl@lucent.com
ben@lucent.com
burges@lucent.com -

Abstract

We describe a prototype system capable of extract-
ing machine print addresses from faz images of En-
glish language business letters and fax cover sheets.
The system automatically orients incoming page im-
ages, locates and parses machine printed addresses,
and classifies each address as one of {sender, recip-
tent, other}. We present results of preliminary per-
formance tests, and discuss potential improvements.

1 Introduction

Document image understanding systems are useful
to the extent that they can automatically extract
actionable information from document images. In
recent years, systems have been designed for pro-
gressively broader applications, including mailpiece
routing, amount reading from financial documents,
data entry from forms, invoice processing, and rout-
ing of business letters [1-7]. Lii and Srihari [8] con-
sider the extraction of name and address informa-
tion from fax cover sheets where field identifiers are
present.

Practical systems were first developed for OCR-
ready and other tightly structured documents, where
the geometric and logical layout do not vary appre-
ciably among documents of a given class. For these
documents, the locations and semantics of document
fields may be treated as known in advance.

More recently attention has been directed toward
extraction of specific information from less struc-
tured documents, where different documents belong-
ing to the same class may adhere only approximately
to rules for geometrical and logical layout.

U.S. personal bank checks are a good example
of a relatively tightly structured document class.
While personal checks are not OCR-ready, and dif-
fer widely in appearance, they do conform to size
constraints, and the locations of specific fields are

ICurrent address: Ricoh Silicon Valley, Inc., 2882
Sand Hill Road, Suite 115, Menlo Park, CA 94025
dsl@rsv.ricoh.com
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specified with respect to a reference point on the
physical document.

A semi-structured document class has members
that exhibit statistical regularities in contents and
layout, rather than uniformity. U.S. commercial
bank checks are a good example. With the exception
of the MICR (magnetic ink) line at the bottom, the
layout of the document is up to the printer. Field
locations do not conform to well-defined rules. How-
ever, some common practices are observed in the lay-
out. Signatures are usually on the right-hand side
of the check, toward the bottom. The date is most
often in the upper half of the check, and frequently
in the right half. The courtesy amount usually ap-
pears above the signature, and tends to be on the
right hand side. The payee name (and sometimes
the payee address) is usually in one of several gen-
eral locations.

In this paper, we consider the problem of locating
and determining the roles of addresses in images of
two other semi-structured document classes: busi-
ness letters and fax cover sheets.

Addresses provide important information about
the documents containing them: they identify per-
sons or organizations that have a variety of roles with
respect to a document: author, transmitter, recipi-
ent, contact, etc. Addresses can thus be important
for routing, indexing, and retrieving documents in
a spectrum of real-world applications. This is true
in particular of documents typically transmitted by
facsimile.

Business letters commonly contain the same set of
components: organization name and logo, sender ad-
dress, recipient address, date, salutation, body, clos-
ing (“Sincerely”), and signature block containing a
signature plus machine printed text identifying the
signer. Beyond this there are no hard rules for where
the components appear or how they are formatted.
Sender address information may appear at the top
of bottom of a page; on the left or right side; in
block, multi-column, or single line format. Sender




address information may appear in more than one
place. Recipient addresses may also appear in sev-
eral locations, including locations typical of sender
addresses. Business letters also frequently contain
other address information that is associated with
neither sender nor recipient.

Fax cover sheets exhibit an even wider variety of
contents and layouts. Some contain no more than a
handwritten name and fax number. Others look like
letterhead from the sender’s organization, perhaps
with fields added to contain recipient address infor-
mation. Still others consist of a stick-on form (with
fields for sender and recipient information) applied
to another document page. Many contain a mix-
ture of handwritten and machine printed informa-
tion; others are machine-generated on desktop com-
puters, and are entirely machine printed. Some are
cover sheets recycled from a fax transmission in the
opposite direction (“FROM” overwritten with “TO”
and vice versa). Sender and recipient address infor-
mation may be formatted in distinct blocks or not.
They may occupy side-by-side columns, or instead
fill groups of adjacent rows in a two-column tabular
format.

We describe a system designed to extract and clas-
sify machine print addresses from fax images. Our
approach, which uses both lexical and geometric lay-
out cues to identify addresses, promises good results
even when image quality limits OCR accuracy.

We have focused initially on extracting U.S. ad-
dresses for senders and recipients from English lan-
guage business letters and fax cover sheets. More
specifically, we attempted to extract all addresses
that contain at least a P.O. Box or street address
plus city and state, and to classify all such addresses
as one of {SENDER, RECIPIENT, OTHER}. For fax
cover sheets we attempt more generally to extract
any address information associated with a “To:” or
“From:” identifier (or equivalent).

Address extraction is potentially useful in a num-
ber of applications. In a multi-media messaging sys-
tem, where users’ mailboxes may contain voice mes-
sages, email, and fax messages, address extraction
supports a more friendly user interface for those who
have to deal with large numbers of messages. For a
desktop mailbox interface, the sender name can be
included in message summaries, and messages can be
listed in order priority according to sender. When
accessing messages via voice interface {e.g., from a
cell phone), such features are even more important
to the user’s efficiency. It is also possible to alert on
the receipt of messages from particular senders, or
to forward copies to others who are able to respond
more quickly.

In the following sections, we give an overview of
our system, discuss keyword spotting and the struc-
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Figure 1: System Processing Overview

ture of address grammars, and report results of pre-
liminary experiments.

2 System Overview

Figure 1 shows the overall processing flow of our
system.

Processing on standard or fine resolution fax im-
ages begins with connected component analysis, fol-
lowed by a page layout analysis using algorithms
that do not require prior knowledge of text line ori-
entation [9]. For multi-lingual image streams, script
identification and page orientation detection are per-
formed using the methods described in [10]. OCR
on lines of machine printed text is performed using
the system described in [11].

OCR output is then examined in the context of the
page layout to localize and parse potential addresses.
Addresses are then classified according to their type.

3 Address Extraction

Addresses are extracted using a three step proce-
dure:

o OCR output is processed to spot keywords com-
monly appearing in addresses, such as street
suffixes (“Street”, “Avenue”, “Circle”) and
state names, and patterns typical of ZIP Codes
and telephone numbers.

o Using the keywords found, one or more regions
are defined such that each is very likely to con-
tain all the words of an address.

" e Words within each region are parsed according
to an address grammar. Parsing assigns an ad-
dress “part of speech” (e.g., CITY_WORD, or JUNK
for non address words) to each word in the re-
gion, thereby locating one or more addresses.
Parsing returns a score reflecting the degree of
confidence in the identification.

The subsections below contain a more detailed de-
scription.




3.1 Approximate Keyword Spotting

We use keyword spotting to limit computation by
limiting the portions of a document page subjected
to parsing.

Since fax images are usually of relatively low reso-
lution (200x100 dpi or 200x200 dpi) and may be im-
aged from poor quality hard copies, it is important
that keyword spotting be tolerant of OCR errors;
therefore, we used the fast approximate matching
algorithm [12]. Our implementation permits match-
ing on any number of patterns with integer inser-
tion, deletion, and substitution costs and maximum
edit cost specified separately for each pattern. It
is also possible to specify that certain characters in
a pattern be matched exactly. The maximum edit
distances are tuned to optimize word-spotting per-
formance for the combination of OCR engine and
typical image quality.

Patterns are associated with lexical tokens, such
that one or more tokens are associated with a word
of OCR output through matches.

Figure 2 shows a portion of the keyword matching
specification used for U.S. address extraction.

Table 1: Tag types for keyword matching

Tag Matches

TELNTAG Telephone number

ZIPTAG ZIP Code

DIRTAG Directional (“North”)

SUFXTAG Street suffix (“Avenue”)
UNITTAG Building part identifier (“Apt”)
POBOXTAG Post Office Box identifier
TELTAG Telephone identifier (“Tel”,“Fax”)
CITYTAG City name

STATETAG State name or abbreviation
EMAILTAG Email identifier (“email”)
EMAILADTAG Email address

FROMTAG Sender identifier (“From”)
TOTAG Recipient identifier (“To”)
COMPANYTAG Firm identifier (“Company”)
GCAPWD General capitalized word
GDIGSTR General digit string

Table 1 shows a listing of tag types used for key-

word matching. Note that in addition to tags in-
tended to match the common components of ad-
dresses, there are also tags for identifiers — words
that communicate the purpose of adjacent informa-
tion in a pre-printed address (“Fax”, “email” ), or the
purpose of fields on a fax cover sheet (“To”, “From”,
“Company”). Finally, there are two general-purpose
tags for capitalized words and strings of digits.
These help in the subsequent parsing of address
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Tag TELNTAG 1.0
"(\d\d\d) \d\d\d[ \p]\d\d\d\d" \
1 222 0 \
"\d\d\d[ \pl\d\d\d[ \pJ\d\d\d\d" \
1 2 2 2.0

Tag ZIPTAG 1.0

"\d\d\d\d\d\p\d\d\d\d" 1 2 2 2 0 \
" [\do1] [\d01] [\ac1] [\d01] [\a01][ \pl" \
1 2 2 0 0

Tag SUFXTAG 1.0
"Street” 1 1 1 1 0 \

»sleTl" 1 1t 1 0 © \
"Road" 1110 0 \
"R[AD]" 1 1 Lt 0 0O \
"Avenue' i1 1 1 0 \
"Ave” 1 1 1 0 O \
“Drive" i 11 0 0 \
"D[rR]" 1 1 1 0 O

Tag UNITTAG 1.0
"APT" 1 1 1 0 O \

"SUITE" 11 1 1 0 \
"ROOM" i1 1 00

Tag TELTAG 1.0
"Fax" 1 1 1 0 O \
"Tel” 1 1 1 0 O \
"Telephone" 1 1 1 2 0 \

Figure 2: Part of the keyword matching specifica-
tion for U.S. addresses. Fields within each pattern
specification are: pattern, substitution cost, inser-
tion cost, deletion cost, maximum edit distance, ig-
nore case flag. The sequence \d matches any digit;
the sequence \p matches punctuation.




forms.

3.2 Address Region Finding

The purpose of address region finding is to reduce
overall computation by applying full-fledged address
parsing only to those regions likely to contain an
address.

In our system, address region finding and address
extraction are currently limited to the domain of a
single text block, as found by the page layout anal-
ysis algorithm.

In an early implementation, an address region was
deduced from the locations and lexical tags for key-
word matches within a text block, based on the
structure of the grammar ultimately used for parsing
the address. The grammar was analyzed to deter-
mine for each type of lexical tag the maximum num-
ber of address words that could precede and follow
a word with that tag. Thus, each keyword match
defined an address region {“window”). The union of
such windows (for all keyword matches in the block)
was the address region.

Subsequently, we have implemented grammar-
based address region finding. This approach has two
advantages: first, it can potentially avoid generating
address regions where only isolated keyword matches
are present (e.g., isolated city names in the text of a
letter); second, it is capable of using geometrical lay-
out cues to find candidate regions even when there
are no keyword matches.

In the grammar-based approach, the results of
page layout analysis and text interpretation plus
keyword spotting are used to generate a stream of
lexical tokens that are parsed by the grammar.

o Geometrical layout tokens include delimiters for
text blocks and text lines, plus markers to in-
dicate the alignment of the current line with
the previous line. Geometrical layout tokens are
shown in Table 2.

e Word tokens are either the specific lexical to-
kens generated by keyword matching, or a
generic (“other”) word token.

Table 2: Geometrical layout tokens

Token Meaning
EB block delimiter
EL line delimiter
LA  line left-aligned with preceding line
GL matches any geometrical layout token

The grammar is a stochastic regular grammar for
the occurrence of one or more addresses in a text
block, formatted either in common block formats (as
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in address blocks in business letters) or in in-line
format ( “.. next week. Please send any additional
information to Craig Nohl, Lucent Technologies Bell
Labs, PO Boz 3030, Holmdel NJ 07733").

A grammar 18 defined as a
4-tuple G {N,T,P,S}, where N is a set of
nonterminal symbols, T is a set of terminal symbols,
P is a set of production rules, and S € N is a special
nonterminal called the start symbol. Conventionally,
elements of A are written as upper case Roman let-
ters (A,B,C,...) and elements of T are written as
lower case Roman letters (a,b,c,...). Strings of sym-
bols from ¥V = NUT are written as lower case Greek
letters (o, 3,4, ...). Production rules are of the form
a—0.

The set of all strings of finite length over an alpha-
bet V is denoted V*. V" includes the null string A.
When P contains the production rule a— 0, the con-
catenation of strings v;a7ys derives the string v, 5v2
in the grammar G, written y1ay2 => v18v2. When
o1 = 02 = -+ = 0y, the string oy is said to ulti-
mately derive the string o2. The set of all sentences,
or finite-length strings of terminals ultimately de-
rived from § in G, is called the language accepted
by G, L(G).

Each derivation of a sentence from the start sym-
bol is a parse of the sentence. ’

A regular grammar can be expressed such that all
production rules are of the form A — aB or A — a.

A stochastic grammar assigns a probability to each
production rule, and thus induces a probability mea-
sure on derivations, parses, and sentences. In this
paper, we speak instead of the cost of a derivation
or parse. Costs are to be thought of as the negative
logarithms of probabilities, C = —log P; however,
the use of this language is intended to suggest that
we may not have an estimate of a true probability.
The cost of a parse is the sum of the costs of its
individual derivations; a parse with a smaller cost
(higher probability) is better than a parse with a
larger cost.

3.3 Structure of the Address
Grammar

The address grammar is used to determine the best
(lowest cost) parse of the lexical token stream. This
parse results in the assignment of each text word to
an address component type (i.e., an address “part
of speech”), or to the non- address component type
JUNK. When the parse is complete, special non-
terminals BEGIN and END can be associated with po-
sitions in the lexical token stream. The intervening
words constitute a candidate address region. If the
cost of the best parse is below a threshold, the ad-
dress region is accepted for further analysis.

We found it convenient to specify the grammar




hierarchically, as the composition of three compo-
nents:

o Full Address to Line Grammar. The structure
of a full address, expressed as allowed sequences
of address line types.

o Line to Address Component Grammar. The
structure of each line type, expressed as allowed
sequences of address components.

o Address Component to Word Grammar. The
structure of each address component, expressed
as allowed sequences of Word lexical tokens.

This corresponds to partitioning of the grammar’s
production rules into the three sets above, and map-
ping its nonterminals into two sets £ (correspond-
ing to address line types) and C (corresponding to
address component types). The Full Address to
Line Grammar has production rules & — a, where
o € L*. The Line to Address Component Gram-
mar has production rules & — 3, where a € £L* and
B € C*. Finally, the Address Component to Word
Grammar has production rules § — v, where 8 € C*
and v € 7" is a string over the terminals.

It is convenient to summarize our grammar in an
equivalent, but more compact, notation. We use an
extended version of the familiar notation for regu-
lar expressions. The expression A : R, where A is
a single nonterminal and R is a regular expression
constructed according to Table 3, is equivalent to the
set of production rules {A — a | o matches R}.
Note that terms in the regular expression R contain
cost attributes; the cost for a production rule is the
sum of the costs associated with the matching terms
in R.

Table 3: Notation for regular expression operations

Symbol  Operation
// delimit regular expression
{} enclose multi-character token
| OR
? zero or one occurrences of previous
expression
* zero or more occurrences of previous
expression
0 grouping of operations
<> cost for preceeding
expression

A simple example of a Full Address to Line gram-
mar is shown in Figure 3. Note that four types of
tokens are accepted at this level of the grammar:
geometrical layout tokens, line type tokens (summa-
rized in Table 4), the JUNK token (intended to match
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{START}:
/ (({JUNK}<.05>) | {GL})=*

{BEGIN}

({EL}[{LA})"?

( ({BOXLN3}<3>)7
({STLN}<. 1>({EL}{LA})? ({SDLN}<1.0>)7)
)

{EL}? {LA}?

{CSZLN}

{EL}? {LA}?

({TELN}<0.7> {EL}7? {LA}7)%*

{END}

(({JUNK}<.1>) {GL})* /

Figure 3: A simple Full Address to Line grammar.
Additive costs associated with tokens or compound
expressions are shown in angle brackets (<>).

non-address text), and the auxiliary tokens BEGIN
and END, which delimit the address region.

Table 4: Address line types

Symbol Line Type

TOLN Cover sheet TO line
FROMLN Cover sheet FROM line
COMPLN Company name

BOXLN PO Box line

STLN Street line

SDLN Street secondary line
CSZLN  City/state/ZIP line
TELN Telephone/fax line
EMAILN Email line

A sample Line to Address Component grammar
is presented in Figure 4.

The main purpose of the Address Component to
Word grammar is to associate keyword matching
tags and unmatched words with address compo-
nents, which generally may consist of one or more
words. A sample Address Component to Word
grammar is shown in Figure 5. Costs in this gram-
mar correspond to the probabilities that a particu-
lar address component will contain a given number
of words, or that keyword match will actually occur
where appropriate. One new token is present in this
grammar: the null token Eps representing null input
or output. This occurs because no input token is re-
quired to generate the BEGIN and END tokens that
are accepted by the top level grammar to delimit an
address region.




{CSZLN}:/ ({CITY}{STATE}{ZIP}) /
{BOXLN}:/ ({POBOX}{BOXNUM}) /
{STLN}:/ ({STNUM}{STNAME}{SUFX}<0.4>) |

({STNUM}{PRFX}{STNAME}{SUFX}<2.2>) |

3.4 Grammar Training

To date, most of the cost parameters in our grammar
have been hand-tuned. However, it is possible in
principle to train them from ground truthed data
by standard techniques, as follows.

For the training data set, ground truthing assigns

({STNUM}{STNAME}{SUFX}{UNITNUM}<2.2>) ¥ Part of speech for each word, and yields a token
({STNUM}{STNAME}{SUFX}{PRFX}<2.2>) / Stream consisting of these plus geometric layout to-

{TELN}:/ ({TEL}{TELNUM}<0.9>) |
({TELNUM}<.5>) /

{SDLN}:/ ({UNIT}{UNITNUM}) /
{EMAILN}:/ ({EMAIL}{EMAILAD}) /
{JUNK}:/ {JUNK} /

{GL}:/ {GL} /

{BEGIN}:/ {BEGIN} /

{END}:/ {END} /

Figure 4: A simple Line to Address Component
grammar, expressing line types in terms of sequences
of address components.

{STNUM}:/ ({GDIGSTR} |{w}<1> ) /

{STNAME}:/ ({GCAPWD} |
({GCAPWD}{GCAPWD})<1.1> | {w}<1.5> |
({wHHuwh)<2> | ({wr{ut{s})<s> ) /

{SUFX}:/ ({SUFXTAG} | {w}<1>) /

{PRFX}:/ ({PRFXTAG} | {w}<1>) /

{CITY}:/ ({CITYTAG} | {GCAPWD}<1> |
({GCAPWD}{GCAPWD})<1.5> | {w}<2> |
({w{w})<3>) /

{STATE}:/ ({STATETAG} | {GCAPWD}<3> |
{ut<a> | ({wr{w})<5>) /

{z1P}:/ {ZIPTAG} | {GDIGSTR}<1> |
{w}<2.5> /

{TEL}:/ {TELTAG} | {w}<5> /

{TELNUM}:/ ({TELNUMTAG} |
({GDIGSTR}{GDIGSTR})<5> |
{wr<s> | ({wH{w})<8>) /

{GL}:/ {GcL} /

{BEGIN}:/ {Eps} /

{END}:/ {Eps} /

Figure 5: Part of a simple Address Component to
Word grammar, expressing forms of allowed address
components in terms of keyword matches and un-
matched words.
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kens capturing text block structure, line breaks, and
alignment of succesive text lines. In addition, the
BEGIN and END tokens are inserted to delimit the
actual address. The token stream for all truthed ad-
dress regions are parsed by the top two layers of the
grammar (Full Address to Line and Line to Address
Component), and the uses of each production rule
are counted. For each set of production rules shar-
ing the same nonterminal on the left-hand side, the
counts are used to estimate the probability of each
possible production given the nonterminal. The neg-
ative logarithms of these counts are the costs of the
productions.

This leaves the problem of determining the set of
production rules. We did this by trial and error on
a training database. We have not considered tech-
niques for automated grammar inference.

3.5 Address Parsing

Once address regions have been found, they are
parsed more carefully with substantially the same
grammar used for address region location, but with
one important change to the parsing procedure. In
address region location, the costs for associating a
particular interpreted text word with an address
component type depended only on the set of match-
ing keywords. No effort was made to assess the
degree of matching. We attempt to remedy this
deficiency by modeling the probability of correct
matches for each address component type.

For each of the address component types {POBOX,
DIR, SUFX, UNIT, CITY, STATE, TEL}, word in-
terpretations are compared with a list words that
may appear in an address component of that type.
A proximity d € [0,1] by a fast approximate string
matching algorithm, with matching cost equal to
—log(d+¢€). Proximity equals 1 for a perfect match,
and the small positive number ¢ corresponds to the
probability of a match when the proximity is zero.

Address components that are normally numbers,
e.g., STNUM, UNITNUM, BOXNUM, ZIP, TELNUNM, re-
ceive a matching cost C = —1log Pehar class —
log Pstring tength- Here Pepar ciass models the prob-
ability of the observed sequence of character classes
{ALPHA,DIGIT,OTHER} in the OCR output given
that the actual word is a string of digits; alphabetical
characters and punctuation easily confused with dig-
its are treated as special cases. Pitring tength models




x coord of block ULH corner (zyry)
y coord of block ULH corner (yyrm)
Notocks to left — Nitocks to right using x0
Nitocks above = Nolocks below using yo
Text block area
Text block aspect ratio

(yore —yuLH)/(ZLRH — TULH)

Number of words in text block

Number of lines in text block

Number of left-aligned lines in text block
Fraction of block’s words in address region
Number of TEL tags

Numbexr of EMAIL tags

Number of TO tags

Number of FROM tags

Figure 6: Features used in address type classifica-
tion.

the prior probability of occurrence of a digit string
of specified length for an address component of the
specified type.

Street names (STNAME) are currently modeled as
capitalized alphabetical strings, using an approach
similar to that described above for numbers.

The parsing is of a new token stream, consisting
of a sequence of word interpretations and geometric
layout (GL) symbols in reading order, as produced
by the OCR subsystem. The Address Component
to Word grammar of Figure 5 is in effect replaced
by a version without the lexical tags from keyword
matching: thus the “production rules” of Figure 5
contain only generic word tokens ({w}) on their right
hand sides. As generic word tokens are matched with
word interpretations from the input token stream,
matching scores are computed dynamically using the
algorithms described above.

The overall parsing algorithm computes the
lowest-cost parse for the full grammar. As before,
in the course of parsing an address component type
(or JUNK) is assigned to each word in the address
region. The identification of an address is accepted
or rejected according to the cost of the parse.

4 Address Type Classification

Addresses found by the procedures described above
are classified as SENDER, RECIPIENT, or OTHER ad-
dresses. Our approach to classification uses only the
geometrical layout features of address regions, plus
limited lexical information from the address region.

Features used for address type classification are
shown in Figure 6.

Initially, we manually constructed and tuned a set
of rules for address type classification, expressed in
terms of the feature values for all the address regions
found on a page. The following gives the flavor of
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the rules employed. Address regions were first an-
alyzed to identify those that could confidently be
classified as SENDER or RECIPIENT. For example, ad-
dresses that were a single line at the bottom of a
page, or appeared in the upper right hand corner of
the page were classified as SENDER. When not all ad-
dress regions could be classified in this way, further
rules were invoked that made use of features from
more than one address region. For example, when
exactly two good regions are found:

IF (both SENDER) leave as is;
ELSE IF (one is SENDER) mark other RECIPIENT;
ELSE IF (2nd region is in BOTTOM_HALF
AND not last block AND has >1 line)
{
type[2nd reg]=0THER;
IF (ist region is RIGHT_HALF
OR has TEL or EMAIL)
type[1st]1=SENDER;
ELSE type[1st]=RECIPIENT;
}
ELSE
{
region with greater x0-yO is SENDER;
other region is RECIPIENT;
}

This approach yielded moderate accuracy in dis-
crimination, but (unsurprisingly) was difficult to
tune or extend.

Subsequently, we have tested machine learning ap-
proaches to discriminating address types. QOur ex-
periments so far have addressed only the classifica-
tion of individual address regions, without regard
to the presence or features of other address regions
found on the same page. Nonetheless, overall accu-
racy was somewhat better than obtained using the
rule-based approach.

The best-performing classifier was a set of three
linear Support Vector Machines (SVMs)[13]. Each
SVM exercises a linear decision surface w - x+b =0
on feature vectors x. For each SVM, positive values
of w - x+ b correspond to classification as one of the
classes {SENDER, RECIPIENT, OTHER}, while nega-
tive values correspond to the other two. To classify
an address region, its feature vector is submitted to
each of the three SVMs; the class of the SVM hav-
ing the most positive score is chosen as the address
type classification. Feature vector components were
normalized by linearly rescaling so that for each the
training set covers the range [—1, 1].

5 Implementation

Our system was implemented in C and C++ on
UNIX. So far, little attention has been devoted to
real time performance for address parsing opera-




tions. On a Pentium II 450 MHz processor, a typical
fax business letter page image is processed in less
than 15 seconds, including page orientation, OCR,
and processing for address extraction.

6 Experimental Results

6.1 Performance Metrics and
Truthing

Ultimately, it may be of value to locate and parse en-
tire addresses, including person names, firm names,
and other organization-related information such as
titles, department names, and the like. In our initial
experiments, however, we concentrated on locating
and parsing addresses containing a street address or
post office box plus city, state, and ZIP Code. Where
they were also present, we attempted to parse tele-
phone numbers (including fax numbers) and email
addresses. Addresses could comprise one or more
text blocks in geometrical layout, or could occur in-
line, e.g., as part of a textual paragraph; however,
our system currently finds only addresses that lie
within a single text block as determined during page
layout analysis.

For fax cover sheets, we attempted in addition to
extract machine printed contents of any address field
contained in the same block as a TO or FROM key-
word. By “block” we mean any collection of text
lines that appeared to a human scorer to be part
of the same logical unit. In practice, this set quite
an exacting standard against which to measure sys-
tem performance, since for some cover sheets the
discrimination between sender and recipient address
information was not immediate for human scorers.

On the other hand, we attempt to reject isolated
occurrences of address components that don’t truly
constitute addresses, such as city names or telephone
numbers occurring as parts of sentences.

How does one measure success in locating and
parsing addresses? Clearly this depends on the ap-
plication. We chose the following set of metrics:

e Fraction of addresses found. An address is
found if any address component is returned by
the system, whether or not correctly parsed.

e Fraction of city, state, and ZIP Code compo-
nents found (CSZ found). CSZ is found if all
the city, state, and postal code words are re-
turned by the system as part of the address,
whether or not correctly parsed.

e Fraction of CSZ components correctly parsed
(CSZ OK). All CSZ words are assigned the cor-
rect part of speech during parsing.

o Fraction of street address components found
(Street found). Street found occurs when all
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words of the street address component, includ-
ing street number, street name, street suffix
(“Avenue”), directional (“North”), and street
secondary address (“Suite 200”) are returned
by the system as part of the address, whether
or not correctly parsed.

e Fraction of street address components correctly
parsed (Street OK). Street OK occurs when all
words of the street address component are as-
signed the correct part of speech during parsing.

Analogous metrics are defined for the other ad-
dress components (PO Box, telephone number, fax
number, etc.).

6.2 Business Letters

We tested on a database of 159 standard resolution
FAX images of first pages of U.S. business letters,
from the UNLV image database [14]. These images
were not used in the development of the BLADE
algorithms. Results are shown in Table 5.

Table 5: Performance on UNLV Standard Resolu-
tion Fax Business Letters Database. Entries show
percent correct for various tasks, separately for re-
cipient and sender addresses. See text for explana-
tion of row headings.

[ RECIPIENT | SENDER |
Total addresses 86 150
Address found 88% 50%
CSZ present 100% 99%
CSZ found 84% 45%
CSZ OK 83% 43%
Street present 98% 85%
Street found 69% 30%
Street OK 65% 27%

Of this set, 94% of images contain at least one
address. A majority of images 79% contained ex-
actly one sender address; 14% contained no sender
address, and 8% contained more than one sender ad-
dress. 54% of images contained a recipient address.
46% of images contained both a sender and a recip-
ient address.

For recipient addresses, 88% were found; 82% had
city, state, and ZIP Code correctly parsed (“CSZ
OK”), and 65% had the street address correctly
parsed (“Street OK”) as well.

For sender addresses, 50% were found; 42% had
city, state, and ZIP Code correctly parsed, and 27%
had the street address correctly parsed as well.

Contributing factors to the poorer accuracy per-
formance for sender addresses were:




e Sender addresses often appear in smaller fonts
and/or italics; output from our OCR system
was often of poor quality for these addresses,
and they were never spotted.

o Sender addresses show a wider variation in ad-
dress grammar, especially with respect to loca-
tions of line breaks.

o Sender addresses sometimes appear in a multi-
column format with columns closely spaced:
when such an arrangement is incorrectly seg-
mented as a single text block during page lay-
out analysis, the order of address components
is corrupted.

Performance on fine resolution images would be
expected to be somewhat better.

6.3 Fax Cover Sheets

The system for address extraction from fax cover
sheets was trained and tested on a proprietary
database of 177 fax cover sheet images, 138 at
standard (200x100 dpi) resolution and 39 at fine
(200x200 dpi) resolution. Because of the difficulty of
obtaining a representative sample of fax cover sheet
images, and because of the significant variability in
layout among the cover sheets we collected, we de-
cided to train our system on a subset of the test set
(the first 50 images). Thus our test results may be
biased toward overstating accuracy.
The training images were used in two ways:

1. To expand the portion of the grammar spe-
cific to cover sheets. When our initial grammar
failed to parse some cover sheet address compo-
nents, the product rules were expanded. Costs
associated with the grammar were not trained
using this image set.

2. To improve the performance of text block seg-
mentation during page layout analysis. Ini-
tially, page layout analysis tended to split ad-
dress regions (sender or recipient) across mul-
tiple text blocks, because of the relatively wide
spacing between lines on fax cover sheets. We
adjusted our segmentation algorithm to favor
larger vertical gaps between text blocks.

We found it considerably more difficult to extract
addresses from fax cover sheets than from business
letters. Results are summarized in Table 6.

For the cover sheets database, 14/177 (8%) of im-
ages contained neither a sender nor a recipient ad-
dress. Only 54/177 (31%) of images contained a
recipient address, reflecting a large fraction of recip-
ient address fields containing handwriting. 161/177
(91%) images contained at least one sender ad-
dress region; 42/177 (24%) contained more than one.
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Table 6: Performance on 177 fax cover sheets. En-
tries show percent correct for various tasks, sepa-
rately for recipient and sender addresses. See text
for explanation of row headings. CSZ and street
component results are almost never present in recip-
ient addresses.

L | RECIPIENT | SENDER |
Total addresses 54 205
Address found 24% 38%
CSZ present 6% 59%
CSZ found 6% 30%
CSZ OK 4% 22%
Street present 4% 58%
Street found 4% 29%
Street OK 2% 19%
Fax present 93% 72%
Fax found 19% 32%
Tel present 26% 71%
Tel found 9% 28%
Firm present 30% NA
Firm found 9% NA

52/177 (29%) of images contained both sender and
recipient addresses.

Even though we started with a moderately large
number of cover sheets, fewer than one third con-
tained detectable [machine print] recipient address
information. Recipient addresses were normally
identified by the presence of a TO identifier; vir-
tually none contained street or CSZ address com-
ponents. The most frequently found recipient ad-
dress component was a fax number; however, we still
found this only about 20% of the time. Firm names
were parsed with the aid of keyword matching on
firm identifiers (e.g., “Company”); firm names were
found about a third of the time when present.

The main reason for this poor performance was
the difficulty in associating the recipient identifier
(TO) with a machine printed address component that
was normally in a different field. OCR errors were
also a contributing factor. '

Roughly 60% of sender addresses appeared in the
same forms familiar from business letters — typically
containing street or PO Box and CSZ components.
Many occurred in “letterhead” versions of preprinted
fax cover sheets. Addresses containing a CSZ com-
ponent were found at rates similar to those in busi-
ness letters, about 50%.

Sender address components also appeared as the
contents of one or more cover sheet fields, typically
consisting of a person and/or firm name, telephone
number, and fax number. These were found at a
lower rate, roughly 20%, due to the same difficulties
as for recipient addresses.




6.4 Address Type Classification

Our address type classification subsystem was
trained and tested only for fax cover sheet images.

Due to the small sample available for training, we
evaluated performance by the “leave out one” pro-
cedure, where a classifier is trained on all but one
sample and tested on the remaining sample (left out
of training). Results are averaged over all choices of
the partitioning between training and test samples.
In this way, the classifier is never tested on a sam-
ple on which it has been trained, yet all samples are
used for both training and testing. This approach
was feasible only because classifiers could be trained
rapidly on the relatively small training set.

The training/test set consisted of one feature vec-
tor (see Figure 6) for each address region yielding a
valid parse, without regard to the parse score. Out of
177 fax cover sheet images, 70 yielded one or more
such address regions, for a total of 97 address re-
gions. The classifier achieved an accuracy of 79%.
This compares with an accuracy of 77% for a near-
est neighbor classifier. Table 7 shows the confusion
matrix for the SVM classifier configuration.

Table 7: Confusion matrix for classification of ad-
dress region type as {SENDER, RECIPIENT, OTHER}
by three linear SVMs.

Result
TRUTH |{ Total || Sender | Recipient | Other
Sender 72 71 0 1
Recipient 16 10 6 0
Other 9 9 0 0

It is important to keep in mind that these results
are obtained using only information about the ad-
dress region being classified. Nonetheless, the over-
all accuracy was higher than we obtained via hand-
crafted rules that attempted to make use of informa-
tion about all address regions found on a page. We
would expect to see significantly improved accuracy
from a hybrid approach that uses machine learning
techniques in considering features from multiple ad-
dress regions. Such an approach may require addi-
tional training data.

7 Conclusions

We have described a system for extracting machine
printed address components from English language
business letters and fax cover sheets, and have re-
ported preliminary performance measurements.

For business letters, address extraction perfor-
mance is primarily limited by OCR performance.
Improvement can also be expected from expanding
keyword lists, the address grammar, and the word
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lists used for dynamic matching of specific word
types.

Performance on fax cover sheets was limited by
the same factors, and others as well. Field-based
address regions were often fragmented into multiple
text blocks during the page layout analysis phase, of-
ten preventing recognition of an address. Techniques
are needed to identify and group fields according to
whether they contain sender or recipient address in-
formation.

In our preliminary tests, address type classifica-
tion accuracy was mediocre. However, much poten-
tially relevant information is not yet used. The ban-
ner entered at the top of each image by the send-
ing fax machine (and often available in character
form at the receiving fax machine) contains infor-
mation that frequently correlates with the contents
of sender address fields, and could improve type clas-
sification accuracy, though confusions are still pos-
sible. Similarly, when a cover sheet or business let-
ter contains a signature block the person name, and
company, if present, should match the sender infor-
mation. A name in the salutation line of a letter
usually matches the recipient name. Such features
in combination with a machine learning approach
that makes use of all address information found on a
page should significantly improve classification per-
formance.
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Abstract

In this paper, we formulate the document segmen-
tation as a partitioning problem. The goal of the
problem is to find an optimal solution to partition
the set of glyphs of a given document to a hierarchi-
cal tree structure where entities within the hierarchy
have their physical properties and semantic labels.
A unified approach is proposed for the partitioning
problem. The Bayesian framework is used to assign
and update the probabilities. An iterative, relazation
like method is used to find the partitioning solution
that mazimizes the joint probability.

We have implemented a text-line extraction algo-
rithm using this framework. The algorithm was eval-
uated on the UW-III database of some 1600 scanned
document image pages. For a total of 105,020
text lines, the text-line extraction algorithm identi-
fies and segments 104,773 correctly, an accuracy of
99.76%. The detail of the algorithm is presented in
this paper.

1 Introduction

Given a document image, the end result of a docu-
ment segmentation algorithm, in general, produces
a hierarchical structure that captures the physical
structure and the logical meaning of an input docu-
ment. The top of the hierarchical structure presents
the entire page, and the bottom of the structure in-
cludes all glyphs on the document. Entities in the
hierarchy are labeled and are associated with a set of
attributes describing the nature of the entities. For
example, the character set on a textual document
would reside at the bottom of the hierarchy; each
character would be labeled as a “glyph”, and the at-
tributes for the glyph may be the ASCII value, the
font style, and the position of the character. The
next level up may be words, then, text-lines, text-
zones, text-blocks, and so on to the entire page.
Most known page segmentation algorithms [1]-[15]
construct the document hierarchy from level to level,
up and down within the hierarchy, until the hier-
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archical structures are built and the segmentation
criteria are satisfied. Within this model, the page
segmentation problem may be considered as a se-
ries of level-construction operations. That is, given
a set of entities at a certain level of hierarchy, say
source_level, the goal of the level-construction opera-
tion is to construct a set of entities for another level,
say targetlevel.

In this paper, we propose a methodology for for-
mulating and solving the document page segmenta-
tion problem. Our methodology uses the Bayesian
framework. The methodology can be applied, uni-
formly, to any level-construction operation within
the document hierarchy. To illustrate the usage of
this methodology, a text-line extraction algorithm
has been implemented and presented in this paper.

The remaining of this paper is organized as fol-
lows. In Section 2, we present the proposed method-
ology for the document segmentation problem and a
general purpose algorithm derived from the method-
ology. In Section 3, we give, in detail, the text-line
extraction algorithm which we implemented using
the proposed methodology. In Section 4, we discuss
how those probabilities used in the algorithm were
computed. The paper summary is given in Section 6.

2 The Methodology

2.1 Document Structure Analysis
Formulation

Let A be the set of entities at the source level. Let IT
be a partition of A and each element of the partition
is an entity on targetlevel. Let L be a set of labels
that can be assigned to elements of the partition.
Function f : IT — L associates each element of IT
with a label. V : p(A) — A specifies measurement
made on subset of A, where A is the measurement
space.

The problem can be formulated as follows: given
initial set A, find a partition IT of A, and a labeling




function f : I — L, that maximizes the probability
P(V(r):7ell,f,II|A)

PWV(r):7eIl|A, IO, f)P(II, flA)

PWV(r)y:Trell|A I, f)

x P(f|II, A)P(IT|A) (1)

By making the assumption of conditional indepen-

dence, that when the label f(r) is known then no

knowledge of other labels will alter the probability
of V(7), we can decompose the probability 1 into

P(V(r):7ell, f,II|A)
= [I PV@IF)PUIT, AHPUTIA (2)

rell

The possible labels in set L is dependent on the
target Jevel and on the specific application. For ex-
ample, | € L could be text content, functional con-
tent type, style attribute, and so for.

The above proposed formulation can be uniformly
apply to the construction of the document hierarchy
at any level, e.g., text-word, text-line, and text-block
extractions, just to name a few. For example, as for
text-line extraction, given a set of glyphs, the goal of
the text-line extraction is to partition glyphs into a
set of text-lines, each text-line having homogeneous
properties, and the text-lines’ properties within the
same region being similar. The text-lines’ properties
include, deviation of glyphs from the baseline, direc-
tion of the baseline, text-line’s height, and text-lines’
width, and so for. ,

As for the text-block segmentation, for example,
given a set of text lines, text-block segmentation
groups text lines into a set of text-blocks, each block
having homogeneous formatting attributes, e.g. ho-
mogeneous leading, justification, and the attributes
between neighboring blocks being similar.

2.2 A General Purpose Algorithm
for Document Entity Extraction

Given an initial set A, we first construct the read or-
der of the elements of 4. Let A = (A4;,Az,---,Apn)
be a linearly ordered set (chain in 4) of input enti-
ties. Let G = {Y, N} be the set of grouping labels.
Let AF denote a set of element pairs, such that AP C
AxAand AP = {(Ai,Aj)lAi,Aj €Aand j= 1:+1}.
Function g : A? — G, associates each pair of ad-
jacent elements of A with a grouping label, where
9(?) = g(Ai, Ai+1). Then, the partition probability
P(II|A) can be computed as follows,

P(IT|A) = P(g|4)
= P(g(1),---,g(N —1)|Ay,---, AN)

= P(g(1)|A1,42) x --- P(g(N - 1)|AN-1, AN)
N-~1

= H P(g(i)lA,‘,Ai+1) (3)

i=1

Therefore, the joint probability is further decom-
posed as

P(V(r):7 e, f,1I|A)
= [I Pv@Ism) x P(sII, A)

rell
N-1
x [I P(g(i)|4s; Air) 4)

i=1

An iterative search method is developed to find
the consistent partition and labeling that maximizes
the joint probability of equation 4.

1. Determine initial partition

Let t =0, II* = {{An}}M_;.

(a) Compute P?(Y) = P(g(i) = Y|4, Ait1)
and P?(N) = P(g(i) = N|A;, Aiy1) where
1<i<M-1.

(b) Let R Cc A x A and
R = {(A, Aip)|PP(Y) > PX(N)}. Up-
date partition

I = {r|r = {As, i1, -, A;}, where
(Ak, Ag+1) € Rk =14,---,j— 1}

2. Search for optimal partition adjustment
Repeat

e Fori=1to M -1 Do
—IfA; €U, Aiy1 € W, U # W Then,
(a) Let
T=U|w.

and
a=r|\jut-v-w)
(b) Find labeling f by maximizing

Habel = H P(V(T)If(f))P(flAv ﬁ)

reﬁ

(© P{Y) o« PYY) x P, and
PY(N) = P} (N).
- A; € Wand A;y, € W, where W =
{Ak, s ,A,’,A,;.H, .. ,Aj}, Then
(@8 = {A4k,---,A} and T =
{Ait1,---, 45}
=t -w)yysyr
(b) Find labeling f by maximizing

Pusa = [[ POV(D)IF)P(14, )
reli

(©) PHN) o PP(N) x Pabe, and
PiY)=P7H(Y)




End
o Select k such that,

k = argmax(max{P{(Y), P}(N)})

o If P{(Y) > Pt(N), Then
- T= UUW where A; € U,Agpr €W
— I+ = (I - U -W)UT
Else’ W= {Aiy"'yAk,Ak-i-l,""Aj}’
—Let S = {A;---,A4} and T =

{441+, A5}

- o =(It-w)ysyr

o If P(V,f II**1|4) < P(V,f,II*|4), end
and return IT?.
Else, let t =t + 1 and continue.

Our method consists of two major components —
off-line statistical training and on-line segmentation.
Section 3 presents our on-line algorithm of text-
line and zone segmentation. Our statistical training
method is given in section 4.

3 Text-line Extraction Algorithm

Figure 1 gives an overview of the text-line segmen-
tation algorithm. Without loss of generality, we as-
sume that the reading direction of the text-lines on
the input page is left-to-right. The text-line segmen-
tation algorithm starts with the set of the connected-
components bounding boxes of a given binary image
of a textual document.

Algorithm:
1. Extract & Filter Glyphs:

We apply the standard connected-component
algorithm to obtain the glyph set, C =
{c1,¢2, - -,em}. Those components that are
smaller than the thresholdsmau or larger than
the thresholdjarge are removed from C.

2. Locate Glyph Pairs:

For each ¢; € C, we search for its “nearest right
mate”, ¢j, among those “visible” right neigh-
bors of ¢;. When a right mate is found, a link
is established between the pair. The definitions
for the nearest right mate and the visible right
neighbors are given in section 3.1. Note that,
a glyph at the right-most edge of a document
would not have a right mate. At the end of
this step a set of text-line segments are estab-
lished, Tsegment = {t1,t2,'--,tk,}. For each
linked pair, ¢; and c¢j, we compute the group-
ing probability, P(sameline(s, j)|c;, ¢;). This is
the estimated probability that two components
with their sizes and spatial relationships lie on
the same text-line.
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3. Group Text-lines:

For each tr € Tsegment formed in step 2, we
check each link (c;,¢;) € ¢ and estimate the
linking probability P(link(i, j)) between ¢; and
¢j. If P(link(i,j) = N) > P(link(i,j) = Y),
we disconnect (c;,c;) link. That is, £z becomes
two subsegments.

During the initial partition, P(link(i,j)) =
P(sameline(i, j)), and this step yields our ini-
tial text-line set, Tinitiar = {tl, to, -, th}.

. Detect Base-line & X-height:

For each tx € Tinitiat, we apply a robust line
fitting algorithm to the right-bottom corners of
all glyphs in t; to obtain the base-line and the
direction of tx. The computation of base-line
and X-height are given in Section 3.2.

. Detect Page Skew:

The median of all the computed base-lines’
direction for the entire set Tinitiar is taken
as the page skew angle, anglegiew. If the
angleggew > thresholdskey, we rotate the im-
age by —anglese,, using the technique given
in [17], and the process repeats from step 1.
Otherwise, proceed to the next step.

. Compute Text-line Probability:

For each text-line t; € Tinitiar, We compute its
probability of having the homogeneous text-line
properties,

P(V(ti)|textline(ts)),

where V(ti) is the measurement made on the
text-line #;.

The observation that we make is the component
distance deviation oy, of ¢; from its base-line.
If P(oy,|textline(t;)) > threshold, we accept
t;. Otherwise, we pick the weakest link (c;, ¢;)
within £; as the potential breaking place where
we may sub-divide t; into t;; and t;,.

. Adjust Pairs linking Probability:

To determine whether to sub-divide ¢, we com-
pute tx1’s and tx2’s base-lines, and their compo-
nent deviations, oy,, and oy,,.

We update the linking probability between c;
and c; by combining their grouping probability
with the text-line probability,

P(link(i,7) =Y)
x P(sameline(i,j) = Y|ci, c;)
x P(oy, |textline(t)),
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Figure 1: Ilustrates the processing steps of the text-line segmentation algorithm.

and
P(link(i,j) = N)
« P(sameline(i,j) = Nici,c;)
x P(oy,, [textline(tyy))
X P(oy,, textline(ty2),
where

P(link(i,§) = Y) + P(link(i,j) = N) = 1.

If P(link(i,j) = N) > P(link(i,j) = Y), the
process repeats from step 3. Otherwise, proceed
to the next step.

. Detect Text Regions and Zones:

To detect text-regions with respect to all text-
lines in Tipterim , We do as follows. For each text-
line tx € Tinterim, We compute it’s bounding
box and the three bounding box edge positions:
the left, the center, and the right.

Then, a horizontal projection profile is com-
puted on all the text-line bounding boxes. Each
text-line box constitutes one count on the pro-
file. A horizontal cut is made where the gap
within the profile satisfies our cutting criteria.
The computation of the projection profile and
the cutting criteria are given in detail in sec-
tion 3.3.

The result of the last step is a sequence of hor-
izontal text-regions, R = {R1, Rz, -, R,}. In
this step, each of the region, R;, is to be fur-
ther decomposed into a sequence of text-zones
by cutting R; vertically. The top and the bot-
tom edges of R; become the top and the bottom
edges of the text-zones. Qur text-zone detection
finds the left and the right edges of text-zones
within R;.

Let R; = {t1,t2,---,tp} be a horizontal text-
region, R; € R. To detect a text-zone within
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R;, we compute the vertical projection profile
on the left, the center, and the right positions
of all text-lines t; € R;.

Next, we locate the bin with the max count
on the profile. If the max count comes from,
say, the left position of the majority of the text-
lines that contribute to the max count, we say,
we have detected a left-edge of a text-zone, Z,.
Let {t1,t2, - -, tm} be the sequence of text-lines
whose left positions fall within the bin which
has the max count. The left-edge of Z,, is esti-
mated as the median of the left edge position of
all text-lines within Z,,. The right edge of Z,
is computed in a similar fashion. The top and
the bottom edges of Z,, are the top and the bot-
tom edges of R;. Then, all the text-lines within
Z,, are removed from further consideration, and
this step is repeated until each text-line in R is
assigned to one of the detected text-zones. A
complete description of this step is given in sec-
tion 3.3.

9. Check Global Consistency (Splits & Merges):

Let Z = {Z,2Z2,---,2Z,} be the set of the
detected text-zones from the last step. Let
Z; € Z and Z; = {t1,t2,' . ',tk}. We examine
the probability, Peontezt(w(t;),w(Z;)), that ¢;’s
attributes w(t;) being consistent with its neigh-
boring text-lines within Z;. (The computation
of P,ontest is given in section 3.4.)

If Pontext(ti) < thresholdeontest, we update
the linking probability for each pair within
t;, and the process repeats from step 3.
Step 8 and 9 are repeated until Pontest(t;) >
threshold ontezt is satisfied for all t;. The com-
plete description of the global consistent check,
the split and the merge procedures are given in
detail in section 3.4.




10. Postprocess Text Lines: Finally, all components
which were initially put into the reserved set
and those text-lines which were not included
during the text-zone formation, or as the results
of splitting, are now be individually examined
to determine whether it could be included in
any of the segmented text-lines.

Figure 2 and 3 illustrate the text line detection
process. Figure 2(a) shows a set of connected com-
ponent bounding boxes. The extracted initial text
line segments by merging pairs of connected compo-
nents are illustrated in Figure 2(b). We notice some
text lines are split while some are merged across dif-
ferent columns. Figure 3(c) plots the extracted text
regions by grouping the edges of text segments. Fi-
nally, the corrected text lines given the observations
on text regions are shown in Figure 3(d).

A few cases that the algorithm failed are shown
in Figure 4. A vertical merging error was shown in
Figure 4(a). Figure 4(b) and (c) illustrate horizontal
and vertical splitting errors due to the large spacing.
A spurious error caused by warping is shown in Fig-
ure 4(d).

3.1 Mate Pairs and Grouping
Probability

Let C = {c1,¢2,---,cam} be the set of glyphs, the
connected-component set after the too small com-
ponents are removed. Each glyph ¢; € C is repre-
sented by a bounding box (z,y,w, h), where z,y is
the coordinate of top-left corner, and w and h are
the width and height of the bounding box respec-
tively. The spatial relations between two adjacent
boxes are shown in Figure 5.

Bl |, o I P L

T R naiid

— & f
(a) (b)

Figure 5: Illustrates the spatial relations between
two bounding boxes that are (a) horizontally adja-
cent (b) vertically adjacent.

For a pair of bounding boxes a and b, the hori-
zontal distance dj(a, b) and vertical distance d,(a, b)
between them are defined as

dh(a, b) = {

if zp > 2o + W,
ifza > xp +ws
otherwise

Tp — Tq — Wy
T —Tp —Wh
0
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Y» — Yo — ha
Yo = Y= hyp
0

ifyp > ya+ ha
fy.>p+h
otherwise

dy (a’ b) =

The horizontal overlap oy (a,b) and vertical over-
lap oy (a,b) between a and b are defined as

To+we—zp fxp > 2o, Tp < Ty +w,

op(a,b) = zp+wy—z, ifzy>Tp, o <Tp+wp
0 otherwise

Yot+ha—yo iy >ya, Yo <ya+ha

o(a,0) = ¢ W+hs—Ya fyYa>, v <ys+hs

0 otherwise

Let ¢c; = (T4, Yo, Wa, ha) and ¢y = (@b, ys, ws, hs) be
two glyphs. We define ¢; as a “visible” right neigh-
bor of ¢, if ¢y # €q, Ty > Zo,and oy{a,b) > 0. Let
C, be the set of right neighbors of ¢,. The “nearest”
right neighbor of ¢, is defined as

arg Hélél (dr(a,i)|c; # €ar Ti > Tq,00(a,1) > 0).
Ci a

For each linked pair, ¢, and ¢, we as-
sociate with their link with the probability,
P(sameline(a, b)|cq, ¢s), that indicate how probable
they belong to the same text-line. Given the obser-
vations of their heights and widths, and the distance
and the overlaps between the pair: h,, wg, hs, ws,
d(a,b), o(a,b), we compute the probability that ¢,
and ¢; belong to the same text-line as:

P(sameline(a, b)|hq, wq, by, ws, d(a, b), o(a,d)).

3.2 Base-line, X-height, and Skew
Angle

The baseline coordinate of a text-line is estimated
using a robust estimator. The robust estimation
means it is insensitive to small departures from the
idealized assumptions for which the estimator is op-
timized.

We want to fit a straight line y(z;a,b) = a + bz
through a set of data points, which are the bottom-
right corner of glyph boxes, since ascenders are used
more often in English texts than descenders. The
merit function to be minimized is

N
> lyi — a - bzl

i=1

The median cps of a set of numbers ¢; is also the
value which minimizes the sum of the absolute devi-
ations 3 _; |e; — car|. It follows that, for fixed b, the
value of a that minimizes the merit function is a =
median{y; —bz;}, where b = Zf;l sgn(y; —a—bz;).
This equation can be solved by the bracketing and
bisection method [16].
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Figure 2: Tllustrates a real document image overlaid with the extracted bounding boxes of (a) the connected

components; and (b) the initial text line segments.
Given a set of baseline angles {61,6,,---,6p}, the
skew angle of page is estimated as

10}’}'

If skew angle 6 is larger than the threshold,
thresholdy the page will be rotated by —8.

For each given text-line ¢; and the estimated base-
line (e,b), we compute the absolute deviation of
glyph from the estimated baseline

Bp,,ge = media.n{61,62, oo

N
o(tisa,b) =Y lyi —a — bzi].
i=1
The x-height of a text-line is estimated by taking
the median of the distance from the top-left corner
of each glyph box to the baseline

zh(t;) = median{d(z;,y:,a,b)|]1 <i < N}.

Given the observations on text-line ¢;, we can com-
pute the likelihood that ¢; has the property of a text-
line

P(zh(t;), o(t:, a, b))|textline(t;)).
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3.3 Text-zone Formation

Horizontal Projection of the Text
Line Boxes

Given a set of text-line bounding boxes T
{t1,t2,-+-,tm}, our goal is to group them into
a sequence of horizontal text-regions R
{R1,Rs,---,Rn}. We do the following.

Let (zi,y;,w;, h;) represents the bounding box of
the text-line ¢; € T'. t; is bounded by z; and z; +w;.

Given an entity box (z,y, w, h), its horizontal pro-
jection (Figure 6) is defined as

horz-profile[j] = horz-profile[j] + 1,z < j <z + w.

Vertical Projection of the Text Line
Edges

The vertical projection of a set of entities is de-
fined as

vert-profile[j] = vert-profile[j] + 1,y < j <y + h.
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Figure 3: Illustrates a real document image overlaid with the extracted bounding boxes of (c) the text

regions; and (d) the corrected text lines.
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Figure 6: Illustrates the horizontal projection of bounding
boxes.

Let (x;,y:, ws, h;) represents the bounding box of
a text-line ¢; € T. We assign the left edge of ¢; to be
x;, the right edge of ¢; to be z; + w;, and the center
of t; to be z; + w;/2. The vertical edge projection
on the three edges of the text-line bounding boxes
of all ¢; € T is defined as:

Ciestli] = Clestlil+1,5=12
Ceenter[i] = Ceenter[j]l+1,j=2+w/2
Cright [-7] = Cri_qht []] +1l,5=z+w.
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Text-zone Detection Algorithm

1. Compute the horizontal projection profile of all
text-line boxes.

2. Segment the page into a set of large regions, by
making cut at the gaps of horizontal projection
profile, where the width of gap is larger than a
certain threshold. The threshold is determined
by the median height of detected text-lines.

3. For each region

(a) Compute the vertical projection count C
of the left edges Ejey:, right edges Erign: ,
and center edges Ecenter Of text-line boxes.

(b) Find a place which has the highest to-
tal count within its neighborhood of
width w. z = arg;;max(3; Cix,i €
{left,right, center},j—iw < k < j+3w),
where w is determined by the dominant
text-line height within the region.
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Figure 4: Ilustrates examples that the text detection algorithm failed.

(c) Determine the zone edge as the median of

edges E;, within the neighborhood j —

%w <k<j+ %w.

For each edge Ej, finding its correspond-

ing edge of the other side of the box

Ejk:j # 1

(e) Determine the other edges of this zone by
taking the median of Ej;

(f) Remove the text-line boxes enclosed by the
detect zone from T

(g) f T = 0, an empty set, we are done, oth-
erwise, repeat this step.

(d)

If the inter-zone spacing between two adjacent
zones is very small, it may cause the majority of
text-lines from those two zones to merge. On the
other hand, a list-item structure usually has large
gaps and this causes splitting errors. In order to
detect these two cases, we compute the vertical pro-
jection profile of glyph enclosed by each zone.

If there is a zero-height valley in the profile, com-
pute the probability that the region should be split
into two zones

P(twozone(c)|wgap, 1, A, b1, Bry wi, wy),

where wgy,, is the width of profile gap, n is the total
number of text-lines within the current region ¢, A,
is the median of text-line height within ¢. h; and w;
(hy and w,) are the height and width of the region
on the left (right) side of gap. If the probability is
larger than a certain threshold, split the region at
the detected gap.

Given a pair of adjacent zones, the probability
that they are part of the list-item structure is:

P(list-item(cs, ¢r) [ wgap, bt, Ar, wi, wry Ny, Ny),

where n; and n, are the number of text-line within
the left and right zones respectively.

3.4 Text-line Splitting and Merging

Given the detected zones, we can determine if a
text-line is horizontally merged or split, or vertically
merged or split.
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Given the observations on a text-line ¢
(c1,€2,---,6m) and its neighbors N(t) within the
same zone Z, we compute the probability that ¢ is
vertically consistent, merged, or split:

P(v-consistent(t, N(t))|h(t), hn (t), he(c), hn{c)),

where h(t) is the height of text-line ¢, hx(t) is the
median of text-line height in zone N (t), h¢(c) is the
median height of glyphs in ¢, and hn(c) is the median
height of glyphs in N(t). Then, we can update the
linking probability between a pair of adjacent glyphs
¢; and ¢;:

P(link(s, §)) o P(sameline(i, j)|ci, ¢;)
x P(v-consistent(t, N (t))),

where c; €t,and c; € Z.

Given a pair of adjacent text-lines %,, and t,
within the same zone, we can update the linking
probability between a pair of glyph ¢; € ¢, and
cj Ety:

P(link(i, j)) o< P(sameline(3, )|ci, c;, samezone(s, j))

o« P(c;,cj|sameline(i, j)) P(sameline(s, 7))
x P(samezone(i, j)|sameline(s, 7)).

Similarly, if a text-line is across two or more zones,
we can update the linking probability for each pair
of adjacent glyph that belong to different zones

P(link(i, j)) « P(sameline(3, )|c;, c;, diffzone(i, j))
o P(ci,cj|sameline(i, j)) P(sameline(3, j))
x P(diffzone(z, j)|sameline(i, j)).

4 Probability Estimation

Discrete lookup tables are used to represent the es-
timated joint and conditional probabilities used at
each of the algorithm decision steps. We first quan-
tize the value of each variable into a finite number
of mutually exclusive states. If A is a variable with
states a;,:-+,an, then P(A) is a probability distri-
bution over these states: P(A) = (z1,---,Zn)
where z; > 0 and Y} i, z; = 1. Here, z; is the
probability of A being in state a;. If the variable B -




has states by, -,bm, then P(A|B) is an n x m ta-
ble containing numbers P(a;|b;). P(A, B), the joint
probability for the variables A and B, is also an nxm
table. It consists of a probability for each configura-
tion (a,-, b_,)

We conduct a series of experiments to empirically
determine the probability distributions that we used
to extract text lines. A tree structure quantization
is used to partition the value of each variable into
bins. At each node of the tree, we search through all
possible threshold candidates on each variable, and
select the one which gives minimum value of entropy.
The total number of terminal nodes, which is equiv-
alent to the total number of cells, is predetermined.
Finally, the bins on each variable form the cells in
the space. For each joint or conditional probabil-
ity distribution, a cell count is computed from the
the ground-truthed document images in the UW-
IIT Document Image Database. Rather than enter-
ing the value of each variable for each individual in
the sample, the cell count records, for each possi-
ble combination of values of the measured variables,
how many members of the sample have exactly that
combinations of values. A cell count is simply the
number of units in the sample that have a given fixed
set of values for the variables. The joint probability
table can be computed directly from the cell count.

A few parameters, such as those thresholds used in
the algorithms. Their values are estimated. A repre-
sentative sample of a domain was used and a quan-
titative performance metric was defined. We tuned
the parameter values of our algorithm and selected
the set which produces the optimal performance on
the input population. Assuming the criterion func-
tion is unimodal in the parameter value within a cer-
tain range, we used a golden section search method
to find the optimal value within that range.

5 Experimental Results

We applied our text-line extraction algorithm to the
total of 1600 images from the UW-III Document
Image Database. The numbers and percentages of
miss, false, correct, splitting, merging and spurious
detections are shown in Table 1. Of the 105,020
ground truth text-lines, 99.76% of them are correctly
detected, and 0.08% and 0.07% of lines are split or
merged, respectively. Most of the missing errors are
due to the rotated text.

6 Summary

In this paper, we formulate the document segmen-
tation as a partitioning problem. The goal of the
problem is to find an optimal solution to partition
the set of giyphs on a given document to a hierarchi-
cal tree structure where entities within the hierarchy
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are associated with their physical properties and se-
mantic labels. A unified approach is proposed. The
Bayesian framework is used to assign and update the
probabilities during the segmentation. An iterative,
relaxation like method is used to find the partition-
ing solution that maximizes the joint probability.

A text-line extraction algorithm has been imple-
mented to demonstrate the usage of this framework.
This algorithm consists of two major components —
off-line statistical training and on-line text-line ex-
traction. The probabilities used within this algo-
rithm are estimated from an extensive training set
of various kinds of measurements of distances be-
tween the terminal and non-terminal entities with
which the algorithm works. The off-line probabili-
ties estimated in the training then drive all decisions
in the on-line segmentation module. The on-line seg-
mentation module first extracts and filters the set of
connected components of the input image to obtain
a set of glyphs. Each glyph is linked to its adjacent
neighbor to form glyph pars. Associated with each
link is the pair’s linking probability. The entire text-
line extraction process can be viewed as an iterative
re-adjustment of the pairs’ linking probabilities on
the glyph set. The segmentation algorithm termi-
nates when the decision can be made in favor for
each link within the final set of text-line segments.

The algorithm was tested on the 1600 pages of
technical documents within the UW-III database. A
total of 105020 text lines within these pages, the al-
gorithm exhibits a 99.8% accuracy rate. Currently,
we are implementing a text-block extraction algo-
rithm, also using the proposed framework. This new
algorithm is currently at the testing phrase and the
prelimary result looks promosing.
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Abstract

If current OCR engineering trends continue,
then, we believe, “general-purpose” — fully au-
tomatic and nonretargetable — systems will leave
many potential users unsatisfied, and lucrative ap-
plication niches unfilled, for years to come. How-
ever, for users who care enough to volunteer some
manual effort — to help customize the system
to their document(s) — significantly higher ac-
curacy may be achievable, without delay. We
discuss in detail two state—of-the—art document
recognition systems — Lucent Technologies’ Ta-
ble Reader System (TRS) and Xeroz’s “docu-
ment itmage decoding” (DID) research prototype
— which yield high accuracy by reliance on ez-
plicitly stated models of properties of the target
document, whether iconic (known typefaces and
image degradations), geometric (restricted classes
of layouts}, or symbolic (linguistic and pragmatic
conteztual constraints). How great are the per-
formance advantages that can be realized by sac-
rificing automation in these ways? To what ez-
tent can the necessary customizations be (semi-
Jautomated? We outline recent and planned re-
search at Xeroz PARC motivated by these ques-
tions.

1 Performance of Current OCR
Systems

The dominant type of present—-day commercial
OCR system, whether on the desktop or in
service-bureau settings, is designed to operate
fully automatically, refusing to accept guidance
from the user. The majority of desk—top users
welcome this since they are untrained and im-
patient with inconvenience. There is a similar

reliance on more or less completely automatic
operation in almost all of the highly specialized
OCR application niches such as postal-code and
financial-document processing, even though their
costly equipment is tended by trained staff in con-
trolled service-bureau settings. In this case, it
is largely the daunting throughput requirements
that dictate fully automatic operation.

Both of these user communities — the ca-
sual SOHO users and the sophisticated special-
document users — tolerate surprisingly low per-
formance. The latest competitive studies, at
UNLYV in 1996 [1], showed, for example, that desk-
top OCR packages misrecognize 3—-15% of charac-
ters — an intolerably high error rate, most users
would agree — in over 40% of magazine pages:
for other document categories, performance was
far worse. The best current systems for reading
hand-written courtesy amounts on checks [2] are
tuned to reject 33-55% of the input in order to
hold substitution errors below 1%. Similarly, the
best handwritten postal-address readers fail to ”fi-
nalize” 35% of the input [3].

All of these technologies are improvable, of
course, and are improving: but slowly and at
a high cost. The UNLV data suggested that
the best desk-top OCR machines have been cut-
ting character error rates by about 15-20% per
year [1]. Every sanguine person hopes for sud-
den breakthroughs in performance — and individ-
ual researchers characteristically hope that these
will result from isolated technical innovations —
but the record of the last ten years does not en-
courage-such hopes.

Instead, the pattern I see is that overall perfor-
mance of these increasingly complex systems does
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not dramatically improve as a result of any single
localized improvement: say, a more accurate char-
acter classification algorithm, or a more refined
linguistic model, or a more robust layout segmen-
tor. On the contrary, as year after year the weak-
est components have been most improved, we are
entering a regime where the origins of errors are
more evenly distributed among the components of
the system. The principal driver of improvements
is large-scale empirical testing by ever-growing
test data bases, followed by tedious manual anal-
ysis of failure cases. These training and testing
databases are certainly large and growing larger,
but it is not feasible to collect them systematically
enough to guarantee coverage of the full cross-
product of ranges of typefaces, type sizes, image
degradations, layouts styles, scripts, languages,
etc etc that occur in practice. Even worse from an
engineering pont of view, it is becoming increas-
ingly problematic to isolate one cause, or even the
dominant cause, of specific failures. The cause is
more and more often a subtle ‘conspiracy’ among
the components of the system which is hard to
understand. ‘Fixing’ one problem breaks another.
So for multiple reasons it is often not clear even to
the researchers and engineers most familiar with
the internals of the machine where they should ap-
ply their next year’s efforts to achieve the largest
gain. Too often, all that can be found to work is
a specific manual patch for that particular case.
The systems are growing monotonically in the
number of lines of code and the number of mod-
ules with specialized functions.

The perceptions I list above are not mine
alone. At the IAPR DAS’98 Workshop in Nagano,
Japan, I took the opportunity to ask three en-
gineering managers of world-class OCR systems
about their rate of progress, and the most serious
obstacles to progress that they face. Most of them
agreed with most of the points above.

I do not mean to paint the bleakest possible
picture of the future. Ingenious researchers and
engineers continue to solve hard problems. If sys-
tems complexity bogs us down, certainly Moore’s
law buoys us up.

But, overall I feel that OCR engineering current
trends support these conclusions:

o the search for more strongly general-purpose,
higher-performance document recognition
systems will continue to absorb large en-
gineering resources and continue to yield

only incremental overall performance im-
provements;

e since no one system, in markets with many
players, is able to sprint ahead of the oth-
ers, competition on technical grounds will not
slacken; and

¢ most players will have no choice but to con-
tinue incremental refinements within their id-
iosyncratic, slowly evolving, and increasingly
complex system architectures.

This is bad news for the many users whose par-
ticular documents are poorly served by current
machines. They may have to wait years for tech-
nology that performs adequately on their class
of documents. Potentially lucrative application
niches will remain unfilled.

2 The Cage for Model-Directed
Recognition

One way to summarize the state of the art of OCR
systems is that we cannot now, and will not for
many years, simultaneously achieve these three
desirable properties:

o high accuracy, i.e. near-perfect character-by-
character transcription;

e versatility: applicability to many types of
documents, image qualities, etc; and

o full automation, requiring no assistance from
the user.

How then can research help these many under-
served users in the near term?

What if we relax one or more of these goals?
If, for example, we attack problems that do not
require high accuracy, can we achieve versatility
and automation? Yes, clearly: one example is the
use of OCR as a front end for word-token-based
information retrieval. It has been amply docu-
mented that recall and precision are little affected
by OCR error rates [4].

What if we sacrifice versatility? There are hosts
of successful examples of this approach, from the
adoption of the OCR-A font standard to special-
forms readers.

What if we sacrifice automation, and so ask the
user to intervene manually for each document (or
document class)? This is the alternative research
direction discussed in this paper. It is, of course,
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not new: in fact, it was already reasonably well ar-
ticulated in May of 1992 by a few DIA researchers
attending the first DARPA-funded Document Un-
derstanding Workshop, held at Xerox PARC. The
“Model-Based OCR” panel of the workshop in-
cluded Phil Chou, Andrew Gilles, Dan Hutten-
locher, Tapas Kanungo, Gary Kopec, Prasana
Mulgaonkar, Theo Pavlidis, Azriel Rosenfeld, Sar-
gur Srihari, Steve Munt, Steve Dennis, and the
present author. We were excited by the potential
of a research program that somehow would ex-
ploit explicitly specified and often detailed mod-
els of the input document in hopes of achieving
far higher performance (accuracy and speed) and
versatility (range of documents handled) than any
of the then—existing systems or their likely succes-
sors.

This panel concluded by recommending that
DARPA encourage the development of:

(a) “a core technology in which all the assump-
tions about the writing system, language con-
straints, context, are explicit such that they
can be replaced by new modules [...];”

(b) “alternative architectures and algorithms in-
cluding promising novel approaches whose
initial performance is inferior [...J;”

(¢) “uniform technology which is transportable
across a variety of writing systems [...];” and

(d) “a core technology for developing and using
explicit, quantitative, parameterized models
of [image] distortion [...}”.

It is remarkable to look back, six years later, and
see with what tenacity a few of us — Gary and
Phil at PARC; myself, David Ittner, and Tin Kam
Ho at Bell Labs; and Tapas and Bob Haralick at
Univ. Washington — struggled to realize these
dreams. Gary and Phil seemed to me to be most
committed to goals (a) and (b), while Tapas, Bob,
and the Bell Labs folks focussed on (c) with a low-
level but persistent pursuit of (d).

All four of these goals were felt to be daunt-
ingly ambitious at the time. They were crafted in
conscious contrast to the engineering — and re-
search — methodologies dominant at that time.
They are, in fact, continuing today. At consider-
able risk of oversimplification, and with no desire
to understate the creativity, skill, and energy with
which they have been pursued, I may characterize

them as follows. The emphasis is on modulariza-
tion of OCR systems into (typically) a pipeline of
specialized components performing physical lay-
out analysis and interpretation, isolated-character
classification, hypothesize-and-test word segmen-
tation, and contextual analysis. Each of these
components is developed to a large degree in isola-
tion from the others. With the exception of image
classification and some aspects of contextual anal-
ysis, they are not trainable by example but must
be substantially hand crafted and manually tuned
for good results. They are rarely based on an ex-
plicit model of the class of documents to be read,
so there is no escape from large-scale (but still
unsystematic) empirical testing regimes which in-
evitably escalate to the limits of affordability. No
matter how well the components perform in iso-
lation, their integration is an unpredictable and
often frustratingly unstable engineering exercise.

The end result of these dominant methodolo-
gies, for most leading OCR technology develop-
ers, has been a large and steadily growing soft-
ware suite which is difficult to improve systemati-
cally and which therefore drains larger and larger
engineering resources in return for chronically in-
cremental performance improvements. As tempt-
ing as it must often be to restart from scratch and
rearchitect more rationally, their large investment
in code and the uncertainties of the OCR state of
the art argue against radical course corrections. It
was this morass of individually plausible but col-
lectively ad hoc methods that the panel foresaw
and were trying to circumvent.

What progress has been made towards these
four “Model-Based OCR” goals, and what should
be attempted next? The rest of this paper gives a
partial answer to these questions: partial in that
it emphasizes work in which the author has been,
and remains, personally involved.

The next two sections describe two model-
directed OCR systems which embody many of
these principles. The first is a retargetable table-
reader product developed by a team in Bell Labo-
ratories (including the present author), first used
on a large scale within AT&T, and now offered
for sale by Lucent Technologies. The second is
an experimental prototype within Xerox PARC,
whose development was led by Gary Kopec and
Phil Chou, and which has been successfully ap-
plied to a variety of uniquely challenging docu-
ments, especially in the context of the UC Berke-
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ley Digital Library Initiative project. Although
Phil has left Xerox and Gary died in December
1998, extensions and refinements of the DID sys-
tem remain active topics of research at PARC by
a team that includes the present author. We list
a number of open research problems, engineering
challenges, and opportunities for feasibility trials
and joint work.

3 A Retargetable Table Reader

At least one model-directed, manually retar-
getable document image analysis system exists
and is heavily used today. It is a system for read-
ing machine-printed documents in known pre-
defined tabular-data layout styles [5] (telephone
bills, to be precise). In these tables, textual data
are presented in ‘record’ lines made up of fixed-
width fields. Tables often do not rely on line-art
(ruled lines) to delimit fields, and in this way dif-
fer crucially from fixed forms. This table-reader
system performs these steps: identifies multiple
tables per page; identifies records within tables
(ignoring non-record text); segments records into
fields; and recognizes characters within fields, con-
strained by field—specific contextual knowledge.

Obstacles to good performance on these tables
included small print, tight line-spacing, poor-
quality text (such as photocopies), and line-art
or background patterns that touch the text. Pre-
cise skew—correction and pitch—estimation, and
high—performance OCR using neural nets proved
crucial in overcoming these obstacles. However,
the principal obstacle to building a system of this
sort was the wide variability of layouts among the
hundreds of table form types encountered. The
variability would overwhelm any fixed, fully auto-
matic system; if each distinct “form model” had
to be manually specified, then the retargeting ef-
fort must be small and “deskilled.” Therefore the
most significant technical advances in this work
appear to be algorithms for identifying and seg-
menting records with known layout, together with
the integration of these algorithms with an effi-
cient graphical user interface (GUI) for defining
new layouts.

Unlike most prior work on forms and table anal-
ysis, the system does not depend on guidance
from line~art or fiducial marks. The operator de-
scribes a new layout model by annotating images
of a sample page (noting the location of fields,
and whether certain characters are required or op-

tional, etc). This example is thus abstracted into
"record-line template” which is matched (using
simple convolution-based methods) to every text—
line in the image, to distinguish record lines from
non-record text and to splt each record line into
fields. The model-specification GUI has been er-
gonomically designed to make efficient and intu-
itive use of exemplary images, so that the skill
and manual effort required to retarget the system
to new table layouts are held to a minimum. In
fact, each tabular layout model can typically be
specified in less than 15 minutes by a clerk with
data—entry skills.

In short, the system succeeds because a user can
quickly specify a layout model which can then be
effectively and fully automatically applied to ev-
ery page of tables of the same layout. The system
has been applied in this way to more than 400
distinct tabular layouts. Over a period of three
years the system read over fifty million records
with high accuracy. Large scale tests have shown
that the system fully automatically achieves 97%
to 99.98% characters correct. The GUI also sup-
ports manual correction, which typically yields a
semi-automatic accuracy of greater than 99.99%.

This performance is so much higher than any
previously published on tables, and the range of
table-types handled is so much greater than any
previous commercial table~reader system, that it
is tempting to assert that the key determinants of
success were (a) restriction to known predefined
layouts and (b) exploitation of field-specific con-
text. That is, manual specification and automatic
exploitation of detailed models.

Thus, this table reader system (now offered for
sale by Lucent Technologies) is an example of a
model-directed OCR system of the type we en-
visaged. It has successfully colonized a previously
underserved application niche.

It is significant that this application niche is
a service-bureau operation, where the operating
staff (however non-technical their entry skills) can
be trained and managed, and where engineers are
available to back them up in the occasional diffi-

cult case. This is a far cry from desk-top casual-
use OCR.

4 The Document Image Decoding
Prototype

As early as 1990 Gary Kopec and Phil Chou
of Xerox PARC were consciously adapting to
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OCR the paradigms characteristic of the early
days of signal processing research, especially the
communications-theory framework {6]: applied to
document images, this views any observed docu-
ment image as a signal which has been synthesized
through several distinct stages: the underlying
message (e.g. the ASCII text) is first "encoded”
as an ideal image by choices of typefaces and
page layout, and this ideal image is, in turn, ”de-
graded” by noise introduced during printing and
scanning, yielding the observed image. Recog-
nition is then viewed, in this framework, as an
attempt to ”decode” the observed signal by esti-
mating the most probable transmitted message,
among all messages implied by the models, that
may have led to it. The models of encoding that
Gary and Phil used usually involved probabilis-
tic finite—state machines and rigid character tem-
plate images. The typical model of degradation
was probabilistic asymmetric bit-flip.

Gary and Phil’s collaboration was, it seems to
me, distinguished from the work of their peers
most clearly by two principles:

e every stage of the system is explicitly mod-
eled; and

e the system, as a whole, is simultaneously op-
timized by minimizing the expected ”loss”
between the message sent and the message
decoded.

Everyone else in the DIA field — including my-
self — backed away from one or both of these
principles, ‘at times, in the face of theoretical dif-
ficulties or from a desire to exhibit a near-term
practical success.

In the face of many technical difficulties Gary,
Phil, and their collaborators managed to illustrate
many strengths of this approach [7,8,9,10,11].
They showed that their family of encoding mod-
els — probabilistic regular grammars, sometimes
attributed — was rich enough to capture not only
plain text but textual markup, logical layout la-
beling, highly structured technical text and ta-
bles, and mathematical expressions — even music
notation. By insisting that the system be opti-
mized simultaneously as a whole, not a single com-
ponent at a time, they obviated several artificial
distinctions — notably between recognition and
segmentation of characters — which trigger com-
plexity, confusion, and errors in other systems.

They showed that the optimal decoding (for a 0-
1 loss function) could be approximately found by
a segmental Viterbi search through the 2-D trellis
implied by the composition of the synthesis mod-
els. The models were formally and practically sep-
arate from the recognition (search) engine, and as
a result many ways were found to improve (e.g.
speed up) the search engine independent of any
model. They found ways to infer some aspects of
the models — e.g. character bi—gram probabilities
and character templates — automatically from
ground-truthed training data (using maximum-—
likelihood estimation), thus reducing the effort to
retarget the system to particular documents.
Perhaps most impressively, from the point of
view of potential users of the system, they showed
repeatedly that it could drop the character error
rate, by up to an order of magnitude in many
cases, compared to commercial OCR systems.
There are well-understood technical reasons for
this extraordinary advantage. Our decoding al-
gorithm gives, by rigorous probabilistic search,
the best possible result given the model and the
scanned image: the result is exactly that data
which is most likely to give rise to the printed and
scanned image. Thus although our results can be
improved using a better model — a more com-
plex, more specific model that fits the document
better — nevertheless whenever we use a specific
model we do as well as possible consistent with it.

Further, by judicious use of attributed gram-
mars in modeling the encoding stage, the logical
structure of text — e.g. the functional parts of
a dictionary entry — can be captured and pre-
served, as a beneficial side—effect of recognition.
Few if any commercial OCR systems offer such a
feature; the manual effort to add the structural
tags to the plain ASCII that they produce is usu-
ally prohibitive.

As of a year ago, certain weaknesses were nev-
ertheless still apparent. The asymmetric bit-flip
model of degradation had proven brittle in prac-
tice; later extensions to ”multi-level templates”
allowed close approximation of arbitrary blur and
additive noise, but not to other common degra-
dations such as affine distortions. First attempts
to incorporate language models richer than uni-
gram character probabilities caused an explosion
in time complexity. In spite of the fact that, given
a modest amount of ground-truthed training data,
character templates could be learned almost fully
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automatically, it was still the case that the man-
ual effort and technical skill required to use the
system was often excessive. Compounding this
was the fact that the system was composed from
routines in several languages (both C and LISP).

But perhaps the most serious deficiency of the
system was its low speed: it often ran two or-
ders of magnitude or more slower than competing
commercially available systems.

Happily, within the past year, significant
progress has been made on some of these fronts.
Algorithmic improvements to the search — not
yet published — have yielded an order of magni-
tude speed-up, with no loss of accuracy or gener-
ality, over a large test set. All of the system com-
ponents needed for ordinary use (on, e.g., English
text) is now written entirely in Python and C, is
readily portable to several computing platforms,
and is thus able to be shared with collaborators.

This system is now ready for further feasibility
trials. Some trials will be carried out this sum-
mer, in close association with the UC Berkeley
Digital Library Initiative project. We are select-
ing one or more botanical reference books which
are effectively illegible by commercial OCR sys-
tems for various reasons (uncommon typefaces,
low image quality, or highly structured text), and
whose contents are not yet on-line and would
complement the already large and useful data
base assembled in the UCB ‘CalFlora’ website (cf.

http://elib.cs.berkeley.edu/calflora/botanical.html).

We intend to retarget the DID system to each
of these books, and thus provide, through the
UC Berkeley Digital Library, unique scholarly
resources to the botanical research community,
years earlier than existing commercially available
OCR systems could make possible.

So, in summary, our present technology offers
a tradeoff: far higher accuracy and (uniquely)
preservation of structure versus some manual
start-up effort and significantly longer runtimes.
This contrasts with current commercial OCR
packages, which require no manual effort and are
much faster, but which are oblivious to the docu-
ment’s structure and whose accuracy is fixed and
unimprovable. If their error rate happens to be
too high on your document, you have no way,
short of manually correcting the output, to im-
prove it. The actual trade-offs that are achievable
in practice with the DID system appear to de-
pend strongly on details of each document and

the workflow surrounding it.

We understand in general terms how to pick
different operating points on the DID trade-off
curves: for example, how to reduce error by us-
ing more complex, and therefore more restrictive,
grammars. More complex grammars not only of-
ten reduce error, but they allow more refined tag-
ging of the output. Generally the more complex
the grammar and the more symbols and typefaces
that are expected, the slower and more expensive
the decoding: but we are exploring new heuris-
tics that promise speed-ups with no sacrifice of
accuracy or tagging.

The most promising immediate future direc-
tions for DID research, it seems to us in the DID
area at PARC, include:

¢ incorporating language models inferable from
corpora, without large speed penalties;

¢ incorporating more realistic image degrada-
tion models (e.g. [12] or [13]); and

o further ‘deskilling’ of the retargeting task to
bring it within the reach of non-expert users.

We believe the time has come to look out-
side PARC for commercially attractive applica-
tions where these trade-offs can be concretely ex-
plored. Here is a sketch of a possible field trial of
the decoder software, as part of a semi-automatic
workflow requiring the conversion of a sequence
of documents to text with an accuracy far higher
than commercially available OCR systems can
uniformly provide.

The engineer in the field, at first
working closely with PARC, will:

1. select, from the set of documents
to be converted, those which are
most likely to benefit from decod-
ing: these will typically be relatively
long (tens or hundreds of pages) and
possess uniform printing character-
istics (e.g. only a few fonts and type
sizes, and similar image ‘quality’);

2. manually transcribe — or merely cor-
rect the commercial-OCR output of
— a subset of each document (a few
pages at most);

3. run our automatic

typeface-inference tool;
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4. specify the document layout gram-
mar and design the output encod-
ing, by editing a special file (for
many documents, a good model
may already exist, and can be
merely taken ‘off the shelf’); and

5. run the decoder on the complete
documents, for far higher accuracy
and detailed structural tagging.

We would be happy to discuss joint feasibility tri-
als or collaborative research with interested par-
ties.

5 Conclusions

We have argued that present OCR engineering
practice will leave many potential users under-
served for years to come. In the meantime, moti-
vated users who are willing to invest some effort in
manually customizing a ”retargetable” OCR sys-
tem to their (class of) document(s) may succeed.
We have shown that model-directed, manually re-
targetable OCR systems have made substantial
- progress since their inception almost a decade ago.
Successful applications have been built: at least
one is heavily used. Laboratory prototypes are
making steady progress, and are ready for ex-
tended feasibility trials.
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Abstract

Optical Character Recognition (OCR) and Duplicate Document Detection (D3) systems both present opportunities
for improving the performance of government document review processes. OCR can help to bring digital computer
power to declassification processes, but is of limited value for poor quality documents because of accuracy problems
and associated high costs. Many of the documents in the US Government holdings, especially those produced 25 or
more years ago, are of poor quality and not easily converted. On the other hand, avoidance of redundant reviews of
duplicate documents could save time and money, as well as reduce security risks associated with the “mosaic
effect.” As new techniques, tools and commercial products in these areas are developed, it becomes necessary to
benchmark and test them for their effectiveness, both against other competing tools, and against acceptable levels of
performance. The DPRC is currently carrying out a study to identify the critical characteristics for OCR and D3

processes, and to assemble and disseminate test corpora in the declassification and research communities. Test
Corpora should be statistically representative of the application domains, but, for practical reasons, should also be
significantly smaller than the full inventories. Test Corpora development for the declassification arena is over

shadowed by the zero tolerance nature of the process. This means that errors in declassification are deemed

unacceptable, and must be avoided at all costs. The goal of this research is to facilitate testing and help standardize
test results for meaningful comparisons, and to stimulate necessary research activities. The first product of this

DPRC program, which will be available in the summer of 1999, is a 1400 page test corpus suitable for both OCR
and D3 systems. It includes hard copy documents from the US Government holdings, document metadata, digital
document images, and ground truth. In the case of D3 systems, current efforts are aimed at the page level, with
duplicate detection based on analysis of document structure and metadata. The more general problem of duplicate

detection by means of semantic analysis is beyond the scope of the present effort.

59




1. Introduction

Document declassification workloads in the Federal Agencies have increased significantly in recent years.
Expanded use of the Freedom of Information Act (FOIA) by the Public, and the issuance of Executive Order (EQ)
12958 on automatic release of federal documents by President Clinton in 1995 are symptoms of the new spirit of
openness within the Government since the end of the Cold War. Several of the Agencies are trying to make up for
the increased load through the development of more productive declassification processes involving new
technologies. In this regard, areas of active interest include Optical Character Recognition (OCR) systems (for
paper document digitization) and Duplicate Document Detection (D3) systems (for avoidance of redundant
reviews). Digital documents can be manipulated, and in principle be more effectively reviewed than paper
documents by persons using special computerized systems. Avoidance of redundant processing of documents
promises savings. The purpose of this paper is to describe the concept for and the development of the DPRC Test

Corpus for OCR and D3 systems, and to discuss its elements and features for test support.

The concept of a testlcorpus is based on the premise that it is possible to represent (predefined) identifiable and
measurable characteristics of a very large set of documents in a much smaller, more readily manageable collection,
if statistically sound procedures are followed. The validity of this concept hinges on:

1. Careful definition of the characterisﬁcs-of the original collection to be represented in the test corpus

2.Understanding of the statistical properties of these characteristics within the original collection.

Test corpus development must therefore begin with an analysis of the functionality of the system to be tested, and of
the relevant characteristics of the original collection that are to be represented in the corpus. For example, the abilit

to determine if two documents are duplicates of one another, based on analysis of the structure and metadata of the
first page or cover sheet of each (the functionality), depends on understanding the characteristics to be used for
comparisons. We expect the size of the test corpus to increase, as the functionality and characteristics of the test
corpus are increased to approach that of the original collection. The goal of test corpus design is to produce a
specification for a subset of documents, including documents from the original set and other document samples as
necessary, with statistical distributions of the relevant document characteristics that are similar to those within the

original set.

The statistical distributions of document characteristics within US Government (USG) holdings that may affect
OCR and D3 processes are unfortunately both complex and unknown. There are many reasons for this situation,
including the fact that the holdings of interest were produced and assembled over many decades, during which time
rapid technological developments and agency operational changes were the rule rather than the exception.
Document generation, copying, distribution, management and storage processes all changed significantly during the
period of our primary interest (i.e., Pre-1940 through the 1970’s). Analysis and description of the statistical

characteristics of the USG holdings is clearly a daunting task, one that has not yet even been started .
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The zero-tolerance nature of the declassification process, however, suggests a simplifying perspective. Zero-
tolerance means that errors in declassification are deemed unacceptable, and must be avoided. Simply put, the
proposed perspective is to treat every possible event of importance as being uniformly probable, rather than
statistically distributed. This approach emphasizes the inclusion of all expected difficulties, irrespective of their
probability of occurrence. This is admittedly a conservative approach, because it subjects systems under test to
situations or difficulties at a higher frequency of occurrence than might be expected with the original set of
documents. Most importantly, it enables us to move forward with corpus development and system testing while

accumulating statistical descriptions of the USG holdings over time.

The first product of the DPRC program, which will be available this summer, is a 1400 page corpus suitable for
testing both OCR and D3 systems. In the case of D3 systems, our current efforts are aimed at the page level, with
duplicate discrimination based on analysis of document structural and metadata. The more general and much more
difficult problem of duplicate (or near-duplicate and similar document) detection by means of semantic analysis at

the page segment, page, document, folder or series levels, is beyond the scope of the present effort.

The following sections present, in turn: an historical background along with some basic definitions, followed by
discussions on the technical issues, the functionality and document characteristics targeted for the DPRC Test

Corpus, a description of the DPRC Test Corpus itself, and finally a list of future research objectives.

2. Historical Background and Technical Issues

Before attempting to identify the features of documents and of duplicate documents that may be of use for corpus
characterization, it would be helpful to first consider document technologies and document duplication practices
over the years from the 1940’s to the 1970’s.

2.1. Document Technology

Developments in documentation and in document production, handling and storage technologies in the
years since WWII, especially since the advent of electric and (then) electronic office equipment, have been
revolutionary. Technology advances have also driven the marketplace. The number of commercial document-
related products has also increased greatly. The simple typewriters and few common fonts available in the late
1940’s and early 1950’s expanded to many different font styles, and more sophisticated typewriters by the mid
1970’s. By the 1980’s there were available different styles of computer-based word processors, text and graphics
printers, copiers, databases, etc. Paper and other document materials technologies also sprang up during the sam
period and evolved rapidly. Each technology advance, each new commercial product, each new process and

document management approach introduced a new set of conditions and improvements in document quality.
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2.2. Physical Characteristics of Documents and Printed Text

The documents currently held by the Agencies that are subject for review under EO 12958 were created using the
broad range of technologies, office tools, equipment and materials alluded to just above. Many of these documents
are faded and deteriorated, and include marginalia, various stamps, and hand drawn charts and graphs. These
(common) features present a range of document characteristics with the potential to adversely affect the OCR
process. The key questions here are:
1. What physical characteristics (PC’s) of documents (or printed text) affect OCR performance and drive the
achievable levels of OCR accuracy?
2. Would it be possible use these PC’s to define a set of Quality Measures that describe documents (and
document collections) in regard to expected OCR performance
3. Would it be possible to use these same Quality Measures to support the design and assemble of a test

corpus?

If we consider the functions that are necessary to convert a page of text to an editable-text file, several physical
characteristics of the page can be identified which are likely to affect the process. Paper documents are first scanned
into image or pixel maps at one or more data densities. The tone and textural contrasts of the document undoubtedly
effect the scanning process. Both tone and texture affect contrast, and are themselves dependent upon the basic
features of documents: (1) paper-ink color combinations, (2) paper quality, and (3) document aging (browning,
drying, cracking, fraying, etc.). These factors may be reduced (or provisionally eliminated) if document images are
converted to black/white images at a controlled contract level prior to further processing. The highest qualit

commercial text conversion systems typically include an image enhancement stage after scanning to produce a

clearer representation, with stronger contrast between text characters and the background, prior to the OCR process.

The lines and individual text characters in older documents are often skewed, as a result of inaccuracies in the
original production equipment, or because of distortions introduced by paper deterioration or poor handling during
document copying operations. The following page layouts and formats, commonly encountered in the USG

documents of interest to us here, can also affect the OCR process:

¢ Single and multiple column text
o Text plus graphics and/or tables
e All of the above plus marginalia

The presence of marginalia can create more difficulties and more OCR errors, either because of difficulties
identifying handwritten characters, or because the marginalia partially over lays or distorts the text which is being

processed.

Recent research carried out by Cannon et. al {1] and reported in another paper at this meeting offers affirmative

answers to Question # 1 (above) for the case of fixed width font, typewritten documents. This work demonstrates the
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importance of the following five pixel-level “Quality Measures” (defined and explained in the reference) as page

characteristics in regard to ORC process error and/or accuracy rates:

(1) Small speckle factor

(2) White speckle factor

(3) Touching characters factor
(4) Broken characters factor

(5) Font size factor

Cannon has been able to show how these Quality Measures (can) reflect achievable performance of commercial
grade OCR systems, and has also been able to use these same factors to select text modifications for significant

improvements of the quality of deteriorated typewritten text and associated OCR accuracy.

The implications of this research are clear: It is apparently possible to use the five Cannon Quality Measures to
characterize the text images in regard to achievable OCR accuracy. As noted however, this research is currently

limited to the case of fixed width font, typewritten text.

2.3. Document Duplication Practices

During this same period (from the 1940’s through the 1970’s), policies and practices for duplication and distribution
of documents within the Agencies of the US Government also underwent significant changes. As the need for
information dissemination grew, and as new communication and dupliéation technologies and equipment became
available, it became easier to produce, and make use of duplicate copies of important documents. Carbon paper and
Onion skin duplication processes, for example, were displaced by Mimeograph and Thermofax copy machines.
These too were eventually replaced by Photo and Xerox copy machines. These changes are reflected in the broad
variety of documents, and document media types within the USG holdings. There is also evidence [2] that many of

the documents in the USG holdings are duplicates or near-duplicates of one another.

An understanding of the types and numbers of duplicate documents to be expected within an Agency can be
supported by knowledge of the Agency’s policies and "intentional acts". Intentional acts include the activities
within an Agency by means of which duplicates were produced from parent documents and retained in the document
inventories. The complete set of intentional acts is an important aspect of the “institutional knowledge-base,” which
can be used to identify the characteristics of expected duplicate documents. The intentional acts reflect the
institutional habits of the Agency. Humans and organizations are habitual by nature. Though new staff members
often do not carry out the same intentional acts as seasoned members, individual acts tend to produce regular events.
Regular events will tend to produce patterns in the types and numbers of duplicates (or modifications) to be found

within an Agency's document holdings.
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2.4. Basic Definitions

An important distinction must be made between a copy of a document, even a poor, low resolution, scaled or
skewed copy, and an intentional modification of a document, whether made by a human or by a machine acting as a
proxy to a human. A critical issue here, as alluded to above, is identification of the set of regular activities by which

duplicates or near-duplicates may be produced. Our further developments are based on the following definitions:

Duplicate Documents: Two documents are “duplicates” of one another if they are exactly the same, except
that one may be acopy, or both copies of some (perhaps unknown) original, with no intentional

alteration(s) to the document in regard to structure, content or meaning. Copies may include exact copies
in the same or different media, size reductions, rotations and other modifications that do not affect the

structure or content of the original document.

Near-Duplicate Documents: Two documents are “near-duplicates” of one another if they satisfy one of
the following two cases:
1. One of the documents has been produced from the other by some specific
intentional alteration(s) to the document in regard to structure, content or meaning. Examples of
intentional alterations include: addition of a signature, marginalia, or other markings, which may
distort the structure of a document, overlay its content and/or distort its meaning.
2. Both documents have been produced by an intentional alteration from a common, perhaps unknown,

parent.

3. Test Corpus Design

A corpus of documents is said to be “representative” of the original collection if it has the same (or reasonabl

similar) statistical distributions, in regard to the activities to be tested. The goal of the present effort was to develop
a set of specifications for the types and numbers of sample documents to be contained in the DPRC Test Corpus to
ensure its Representativeness for both OCR and D3 systems testing. As discussed above, this feature of a corpus

depend on the specific functionality of the corpus in regard to the systems to be tested.

3.1 With Respect to OCR Processes

The OCR functionality targeted by the DPRC Test Corpus include all process steps necessary to convert a scanned

image of a document to an ASCII text file. Beginning with the observation that the documents of interest were

produced when relatively few optional technologies and commercial office tools were available, we adopted the

following strategy for selection of a representative set of documents for the corpus:
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Select documents that were produced by the same (or similar) equipment and sequences of
operations during each of the relevant decades (the 40’s 50’s, 60’s and 70’s) over the range of the
document characteristics of probable importance to OCR processes, including document

type/format, media, visual complexity, visual quality, etc.

The matrix of document characteristics we sought to include in the documents we collected for the DPRC Test
Corpus is shown in Table 1. Working from this matrix, we collected documents from the unclassified holdings at
the National Archives and Records Administration (NARA), and at the public reading rooms at the DOE Office of
Historical Documents, and the Museum of Military History at Fort McNair. Taken as a whole, the characteristics
and combinations of characteristics represented in Table 1 represent a very large set of circumstances. While
completeness requires the construction of all feasible combinations, our strategy for document selections tended to
be more subjective and was based on the variety of documents and combinations of characteristic we encountered

working with ma  document collections in several different agencies.

Table 1. Document Characteristics Matrix for OCR Test Corpus

Type of Document Type of Material Type of Copy

Memo Plain paper Original

Letter Colored paper Carbon

Report Carbon paper Photo Copy

Telefax/Telecon Onion skin Page/News print

Newspaper article Colored onion paper Teletype

Item for the Record Telefax/Telecon paper Mimeograph
Mimeograph paper

Visual Complexity Special Features Originating Agency

Very Complex Marginalia Std agency designators

Moderatel Stamps

Medium Figures

Low complexity Tables

Simple Combinations

This approach, while rational, lacks any quantitative means for validation of Representativeness. We have therefore
identified and are in process of introducing an additional tool to provide quantitative evidence to support the
selections for and the document characteristics represented in the DPRC Test Corpus. This development follows,
specifically for the case of OCR processes, the perspectives described in Section 2.2. We began with the following

implication from Section 2.2:
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Pages of text with the same (or similar) values of Cannon’s five Quality Measures

will result in the same (or similar) OCR process accuracy, using high quality commercial OCR systems

The range of values of the Cannon Quality Measures and their frequencies of occurrence for documents within the
USG holdings are presently unknown. However, the above statement, which is well supported by Cannon’s
experimental results, points to the prospect of using the five Quality Measures, in the form of a five dimension

Physical Characteristics Vector (PCV), to define and characterize Representativeness of an OCR Test Corpus.

The basic concept for making use of the PCV is explained as follows. A document collection can be described in
terms of its Cannon Quality Measures, and then quantitatively represented by its PCV mapping using an information
visualization tool. There are several tools available for this task, including “Parentage”, developed by Dr. Jonathan
Cohen of DoD [3], or “Spires” and “Galaxies” [4], developed at the Pacific Northwest Laboratory (PNL). These
tools provide the capability to visualize associations or relationships among elements of a data collection. In the
present case, the relationships of interest are those among the pages of a corpus in regard to their (five) Quality
Measures. Mapping the PCV’s for a test corpus provides an effective means to compare the documents in the

corpus to one another based on all five Quality Measures. Mapping is a step towards understanding the implications

of the Quality Measures and towards developing a global description of the entire collection. The PCV mapping for

the USG holdings could in principal provides the means for its characterization and management.

This concept is illustrated in Figure 1, which shows graphically our use of data visualization tools for corpus
characterization. The objects in Figure 1 represent different documents within a collection. The connecting lines
(indicative of the separation between objects) show similarity of the Quality Measures for each of the documents as
follows:

Small separation indicates similar Quality Measures.

Large separation indicates dissimilar Quality Measures.

3.2 With Respect to D3 Processes

The D3 functionality targeted by the DPRC Test Corpus is described by the following (sample) process, which is
intended for duplicate discrimination among single page documents, including cover pages of multiple page
documents. The (sample) D3 process is described here as a series of activities or steps beginning at the document

check-in or log-in phase of review, possibly before scanning or any time/labor intensive investments are made.

First: Manuall detect and log (predefined) characteristics of a document into a metadata database.

Second: Access those same characteristics for documents that have been previously received and processed
Third: Compare characteristics for documents under investigation with previously investigated documents
Fourth: Reason as to whether these document characteristics support classification of pairs of the documents

as a duplicate or near-duplicate of one or more previously reviewed documents
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Fifth: Assemble a list of potential class relationships among the documents under study and submit to
(human) declassifiers for final decision and further processing.

Sixth: Submit high probability matches to visual (human) inspection, using on-screen electronic data, or
associated hard copy of the suspected previous document(s).

Seventh: Annotate the metadata database and direct the document(s) for further processing, as necessary.

Distances between Objects (Documents)
are inversely proportional to the
Similarity of their respective PCV's

Document Groupi
signifies Document Spread

Similar PCV's signifies
Different PCV's

Physical Charactderistics Vector (PCV) is a 5-Dimensional
Vector Representation of the Cannon Quality Measure

Figure 1. Use of Data Visualization to Display Quality Measures for a Set of Documents

We were able to identify a set of document characteristics for use in the (above) D3 process by means of structured
interviews with the experienced government document reviewers. The characteristics, which are elements of the
document metadata, are shown in Table 2. There are two different types of factors: Primary and Secondary. The
four Primary Factors are those that are felt to be the easiest to identify and to apply for base document

discrimination, if they exist. These include (1) Original Classification, (2) Originating Organization, (3) Creation
Date, and (4) Document Number. The three Secondary Factors are typically more difficult to identify, or are either
ambiguous or often absent on government documents. These include (1) Recipient (Person and/or Agency), (2)
Title, and (3) Number of pages. Also shown in Table 2 are some of the combinations (Cases) of these document
characteristics (factors) that support (positive) identification and highly probable duplicate or near-duplicate
relationships among documents. More research is necessary to verify the utility of these combinations and to

develop the logic for implementing metadata-based D3 processing.

67




3.3. Statistical Considerations

Two separate but related statistical concerns are worthy of further discussion in regard to assembly and validity of

the DPRC Test Corpora:

(1) The frequency of occurrence within the DPRC Test Corpus of each of physical characteristics and
combinations of the physical characteristics of documents which affect OCR error rate and/or duplicate
discrimination.

(2) The size of the DPRC Test Corpus (page count) to provide a large enough sample for a statisticall
significant test of OCR and/or D3 processing systems.

The physical characteristics for the OCR and D3 processes are shown in Table 1 and 2, respectively. The number of
characteristics is indeed very large. The number of feasible combinations of these characteristics is still much larger.
A statistical analysis based on such a large number of parameters is completely impractical, especially given the

current lack of understanding of the USG document collections. As previously discussed, our approach to this

dilemma has been to attempt to create a Representative collection of documents by following “the Arrow of Time”
as an organizer of the evolution of equipment and processes within the USG. It is our hope that our document
selections following this strategy span the full range of the many document characteristics, and also maintain

proportions that are natural to the entire collection.

The second, and perhaps most questionable, aspect of our approach to statistical modeling is that of deferring
questions on the statistics of the document collections to issues related to the statistics of the systems being tested.
We propose to use an OCR/D3 process-based statistical model, rather than a statistical model of the USG document
inventory. Development of an OC/D3 process-based model is a much simpler problem, because its design is based

on the statistics of the process being tested or evaluated rather than the statistics of the USG’s inventories.

Following this approach, the second concern, the number of pages for statistical significance, is driven by the
Variance of the process being tested. We note that in a series of experiments that preceded the present DPRC effort,
Nartaker [5] experienced rather large variances during his systematic tests of four commercial OCR systems, and a
UNLYV OCR system. Nevertheless, the “acceptable” level of experimental error determines the number of samples
necessary for statistically significant testing. Knowledge of the process Sample Variance is sufficient for
specification of sample size in order to bound experimental error. Mathematically, the relationship between Process

Sample Variance and sample size is given by:

N; = {(1.96 S,)/ Delta Error Rate}? , where

e N,is the necessary sample size, or for the present case, the number of documents of any particular type
e S, is the sample Standard Deviation
e Delta Error Rate is the “acceptable” level of deviation between the expected

error rate and that observed
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Our approach, therefore, proposes that the DPRC Test Corpus will be adequate if it has
(1) Sufficient Breath. That is, if it is made up of documents that contain the full range of characteristics
found in the USG inventory. A broad coverage is most desirable.
(2) Sufficient depth. That is, if it contains numbers of documents to ensure bounded error during testing

of the processing capabilities of the OCR and/or D3 system being evaluated.

Table 2. Matrix of Metadata Combinations for Duplicate Document Discrimination

Primeary Factors _ S econdary Factors
Case | Number of [ Origind | Originading| Credlion | Document | Recepient/ | Document [ Number
Number | Factors Classif. Agency Dde Number Agency Title of pages |
1 4+1 x X X X X
2 4 x X X X
3 3+1 X b ¢ b ¢ X
4 3+1 X b ¢ X X
5 3+1 x X X X
6 3+1 X X X b 4
7 3 X X X
8 3 b ¢ X X X
9 3+1 X b ¢ X X
10 3+1 X b ¢ X x
1 3+1 X X b ¢ X
12 3+1 b'¢ X X
13 3+1 b ¢ X b ¢
14 3+1 X X b4 X
15 3+1 X X X x
16 3+1 X X X X
17 2+1 X X x
18 2+1 X x x
19 2+1 X X x
20 2+1 X x x
21 1+2 b ¢ x X
22 1+2 X X X
23 1+2 X X X
24 1+2 x X x
25 1+2 x b ¢ x
26 1+2 x X x

4. Description of the DRPC Test Corpus

The DPRC Test Corpus presently consists of 1400 pages that were judiciously selected from the USG unclassified
inventories at NARA, DOE and the Military Library of History. These documents originated from a large number
of agencies including DOE, DOS, US Army, DOD, War Department, AEC, and the CIA. As discussed above, the
documents were systematically selected over the historical period of interest (pre 1940’s through the 1970’s) to
include the full range of document characteristics believed to be of importance in regard to both OCR and D3
processes. The sample documents contained in the corpus, by implication, span the range of the parameters listed in

Tables 1 and 2. The corpus has been hosted in an MS Access database to facilitate management of its man
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features. Figure 2 shows the Screen of the DPRC Test Corpus MS Access database. The following data elements

are visible in Figure 2.

Document ID (Document Identification Number): A unique number is attached to each sample in the corpus.

General Characteristics (Meta-features of sample): Originating Agency
Year Created
Type of document
Type of paper
Type of copy (process)
Visual complexity
Special features
Creating equipment
Document Image (a Button): A scanned TIFF image made from the original document in the USG inventory

Ground Truth (a Button): An ASCII text file with 100% accurate text (characters and spaces) manually generated
and verified from the original sample document image

Duplicate Document Detection factors: Metadata to support discrimination of duplicates or near-duplicates
Based on metedata comparisions: Originating Agency

Creation date

Recipient person/organization

Document number

Original classification

Title

Carbon Copy number

Number of pages

Image Quality Measures and OCR Accuracy Rate: Metadata to support OCR characterization and processing:
Small Speckle factor
White Speckle factor
Touching Character factor
Broken Character factor
Font Size factor
OCR Accuracy
Document Image and Ground Truth buttons open windows to display the associated images. See Figures 3. The
database functionality provided by MS Access allows a user to browse the sample documents/records in a variety of

modes, to sort and list responses to database queries, and to generate reports on the information within the database.

5. Summary and Future Research Objectives

This report has described the on-going program at the DPRC to develop and disseminate a test corpus suitable for
both OCR and D3 processes. There is general agreement that having such a test corpus will represent a valuable
step forward for the community, for a variety of reasons. A test corpus could help to better define the real problems
that currently limit declassification performance. A test corpus could also help to better define technology gaps and
research needs for the immediate and longer-term future. The activities and accomplishments during the first phase

of the effort have been undertaken with a view that they will feed into a series of follow-on phases listed below:
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1. Develop PCV metrics based on the Cannon Quality Measures to enable effective use of data visualization
tools for characterization and management of document information, as discussed above.

2. Develop standard test procedures and evaluation criteria for both OCR and D3 systems.

3. Apply the DPRC Test Corpus and standard test procedures to evaluate the current premises and assumptions

represented in the corpus.
4. Develop a DPRC Test Corpus CD ROM system for dissemination in the declasssification and research

communities.

Finally, this work was supported by a continuing grant from the DOE Office of Declassification, under the technical
direction of Tom Curtis, and by a contract relationship with the Office of Information Management, under the

technical direction of Harry Cooper.

Document Corpus
H corpus 1999

DP-0247

General Characteristics

Document From: GG
Year Created: IEEINEEEG_G_—

Type of Doc LD

LR a8 Color Paper
7R Photocopy
Yisual Complexity: BILNEEN] R PURCHASE OF CAMADIAN URANIUM
Special Features: LGRS
HETRWETITY: IS T ypewriter

Figure 2. The DPRC Test Corpus Database Screen
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Abstract

Classification and declassification document reviews usually involve. comparing information within
documents to "sensitive” descriptions or combinations of information represented in formal Guides. In
conducting a document review, an analyst must first recognize potentially sensitive topics, and then locate
references in the Guides before appropriate actions can be determined. In the simplest cases the guidance is
contained in easily identified and readily accessible sections of these Guides in the form of topic
characteristics or rules. These rules are then applied to the information in the pages being reviewed. In
more complex cases, sensitive situations are more difficuit to describe and the analysts must interpret
guidance, often from several documents, before it can be applied. This research concerns an investigation
of the effectiveness of a voice-activated human-computer interface (HCI) to support analysts during
declassification document reviews. This paper will report on the design, development and test of a
prototype system to demonstrate a concept of operations for a voice-activated guidance system. Hardware
and software computer systems have been assembled and tested to demonstrate the following specific
reviewer capabilities:
1) Ability to simultaneously see documents images and relevant declassification Guides on the same

screen
2) Ability to simuitaneously use voice, and/or mouse and keyboard to operate the syste
3) Ability to search multiple declassification Guides based on sensitive words in the documents

4) Ability to apply Guide search results during a document revie

Using VOGUE, reviewers are able to conduct declassification reviews from a simple, multi-window screen

that displays document images, and declassification Guides, as well as review results.
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1. Background

Classification and declassification document reviews involve the process of comparing information within
documents to "sensitive descriptions or combinations of information represented in formal guides. In
conducting a document review, an analyst must first recognize potentially sensitive topics, and then locate
references in the guides before appropriate actions can be determined. In the simplest cases the guidance is
contained in easily identified and readily accessible sections of these guides in the form of topic
characteristics or rules. These rules are then applied to the information in the pages being reviewed. In
more complex cases, sensitive situations are more difficult to describe and the analysts must interpret

guidance before it can be applied.

A number of research activities are currently investigating the possibility of providing computer support to
analysts when the document being reviewed is available in machine readable, editable text form; i.e., digital
ASCI characters. Alternatively, for older and degenerated documents, generation of digital representations
is often prohibitively time consuming and expensive. In this case, analysts must work with images of the
pages of the documents rather than digital, editable text representations. The purpose of the present research
was to investigate the effectiveness of a voice-activated user-machine interface to support analysts during

this type of declassification document reviews.

2, Scope
The research entailed the design, development and test of a prototype system to demonstrate a concept of
operations for a voice-activated guidance system. It, therefore, involved both hardware and software
computer systems, and the following specific project activities:

e Development of a concept of operations for a voice activated guidance syste

e Identification of system architecture, and component hardware and software elements

e Development of a prototype voice activated guidance syste

e  Analysis of the prototype results to identify the potential utility of such a system as well as feasible

enhancements and research activities for further development.

3. Development Strategy
The development strategy focused on following tasks:
1) define the VOGUE system concept based on document review process
2) identify voice recognition and text indexing and search software
3) select necessary hardware and software for the syste
4) assemble and integrate prototype systems to see the VOGUE functionalit
5) demonstrate simple VOGUE syste
To accomplish these tasks we concentrated on the use of available Commercial Off The Shelf (COTS)
software to the maximum extend. The aim was to gear the functionality of the VOGUE system to support

enhanced reviewer performance within currently available system resources.
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4, VOGUE Concept Diagram

VOGUE

Digita
Declassification

Documents Actions Guides

(Images)

Reviewer operates
VOGUE
using voice

The concept of operations for VOGUE illustrated in the diagram above is based on the following activities:

1) Document images from a Document (images) Database are presented to the operator for review in
the left-hand panel of the computer screen. The operator can select the specific document(s) for
review from the inventory in the document (images) database. The operator can scroll through and
read the document image, redact sensitive passages from the image of any page using a graphics
tool and/or add notes anywhere on the page using a note pad system

2) Guide documents are presented to the operator in the right hand panel of the screen. The operator
can select the specific guide to be used from those available in the Guides Database. The operator
can scroll through a guide that has been opened, or use a search engine to identify relevant sections
of the guide for consideration. The search engine can be operated manually using the cursor and
keyboard, or automatically using the VOGUE voice command mode. In either case, the operator
has the capability to view the guide sections that are relevant according to the system and select
one (or more) section(s) that relate to the material being reviewed for purposes of redaction.

3) The operator can record activities carried out during the review as well as the results of the revie
in an Actions record. The fields of the Action record can be loaded into the Document record as
metadata and then returned with the document to the Documents (images) Database.

4) VOGUE enables the operator to use voice commands either in conjunction with or in place of the
mouse and keyboard for (almost) all activities related to: document selection and presentation,
guide selection and search, document review, document redaction, document/page annotation,
review action recording, updating document metedata and saving and returning documents to

storage
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5. Functional Requirements
The functional requirements for VOGUE are based on the requirements of the reviewer to process classified
documents. Reviewers typically do the following tasks in their declassification review.process:

1) read classified documents

2) determine sensitive information

3) identify relevant declassification guides

4) perform pre-determined actions based on review results
The following capabilities were identified as functional requirements for the prototype VOGUE system.
The prospective users of VOGUE should establish final functional requirements in a subsequent
development stage of the VOGUE development project.

5.1. Graphical User Interface (GUI): The VOGUE system should be operated under Windows NT.
Most of government agencies are using Windows NT as main computing environment.

5.1.1.  View documents: Documents are stored as scanned TIFF images. The system should be
able to display TIFF images on the screen.

5.1.2.  View declassification guides: Declassification guides are in various formats. (e.g. HTML,
MS Word Documents, and etc) The system should be able to display various guide
formats on the screen.

5.1.3.  Operate and navigate the system using combination of voice, mouse and keyboard: Users
should be able to operate VOGUE system using not just voice but normal computer
operation tools such as mouse and keyboard.

5.2. Database: Database should provide a storage facility for document images, declassification
guides, and review information. It should also be able to communicate with the VOGUE syste
and support the basic functionality of VOGUE.

5.2.1. Store document images: The VOGUE system should be able to access document images.

5.2.2. Store declassification guides: The VOGUE system should be able to access
declassification guides.

5.2.3. Store declassification review information: Reviewers should be able to store review data

and any other relevant information.
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5.3. Declassification Guides Searching: The system should be able to index available declassification
guides and produce search results, based on criteria specified by the reviewer.

5.3.1. List available guides: The system should be able to list all of the available declassification
guides.

5.3.2.  Search against sensitive words in declassification guides: The system should be able to
provide at least key word search capability. (More sophistocated search capabilities ma
be sought in the future)

5.3.3. Show summary of search results: The system should provide condensed version of search
results. It should also be able to show any part of the declassification guides that satisf
the search criteria.

5.3.4. Show full text search results: The system should return the full content of any portion of
the declassification guides that satisfy the search criteria.

5.4. Document Image Editing: The system should provide the capability to manipulate document
images. It should be able to view and edit TIFF images.

5.4.1. List document images to be reviewed: The system should be able to list and select
document images.

5.4.2. Display document images: The system should be able to display TIFF images on the
screen.

5.4.3. Provide image edit capability: The system should provide editing capability in support of
review actions.

5.4.3.1. Zoom In/Out: The system should be able to navigate images.
5.4.3.2. Marking: The system should be able to mark sensitive information on the image.
5.4.3.3. Stamping: The system should provide a capability to stamp pre-determined

information on the document image under review.

6. Software/Hardware Details

The following hardware and software components were selected, based primarily on capabilities and price,
from those available off-the-shelf. In most cases preference was given to low cost or no cost components.
For example, shareware or free software components were selected over those that might provide greater
capabilities. Our rationale was based on the prototype nature of this project and on budget limitations.

Selected components were integrated together to achieve the above functional capabilities:
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6.2 Hardware components

Item Testing System Notes
CPU PII 333 MHz e  Minimum CPU requirement is Pentium class
with MMX technology, but faster CPU (at
least 266MHz Pentium II) is preferable
RA 128 MB SDRAM To run NT server with Web Server and Index
server, 128MB is a minimum requirement
Hard Drive | EIDE 4 GB e  Storage capacity depends on number of
document images and declassification guides
e  Storage for Index server depends on number
of documents and size of corpus
Sound SoundBlaster 64 Gold e Dragon system provides compatible and
recommended H/W Lists
e  http://www.dragonsys.co
Microphone | Came with Dragon Dictate | ¢  Same as above
Monitor 17 inch with 1280 x 1024 o Reviewers prefer 21 inch monitor with 1280
at 75Hz x 1024 at higher refresh rate

6.3 Software components

Software Product Notes
oS Windows NT4 Server or e NT is a standard OS in
Windows NT4 Workstation intelligent communit
e  Option Pack contains MS
Index Server 2.0 and other
necessary web components
Voice Operation | DragonDictate 3.0 e  Discrete speech
e  Hand-free voice operation
Development Visual Basic 5.0 e The VOGUE syste
Tools DragonDictate Macro Language developed by using Visual
Basic
Imaging (Wang) Imaging for Win N Built into N
Image editing capabilit
Database Access 97 e  Store Image Document,
Declassification guides, and
Review information
Web Server Internet Information Server (IIS) for [ ¢  Required to use MS Index
NT Server or Peer Web Server(PWS) server
for NT Workstation
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‘Web Browser

IE 4.01

Current VOGUE system is
not tested with Netscape
Navigator for indexing

Searching and
Indexing

Searching and
Indexing cont.

Microsoft Index Server 1.1

Microsoft Index Server 1.1

Index the full text and
properties of documents on
IIS-based server

Simple search and full
content search

Search using Web Browser
(IE4 or later)

Requires IIS or PWS

New version 2.0 is available
with NT Server Option Pack
http://www.microsoft.com/

7. VOGUE Structure and Components

The VOGUE system uses the Wang Image editor to manipulate document images. A Web browser provides

a front-end access capability to declassification guides. Data entry forms are used to store revie

information resulting from the review process. The NT Server with Web Server and Index Server provide

indexing and searching functionality to improve declassification processes. Index Server is used to create

and maintain index information of available declassification guides. This index information is used to find

relevant information based on reviewer criteria. The relational database contains document images,

declassification guides, and review information. Finally, DragonDictate provides voice operation capabilit

to the VOGUE syste

VOGUE

Wang
Image
Editor

Web
Browser

Data Entry

NT Server

index Server

Web Server

DragonDicatate (Voice Operation)
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7.1.

7.2

7.3.

Wang Image Editor: Wang Imaging for Windows is a built-in component of Windows NT. It
provides required editing capability to the reviewer such as stamping necessary information and
highlighting sensitive sentences.
7.1.1. Wang Imaging for Windows N
7.1.2. Show document image (tiff format)
7.1.2.1. Zoom In/Out
7.1.3. Edit document image based on review results
7.1.3.1. Highlighting
7.1.3.2. Marking
7.1.3.3. Stamping
Web Browser: Microsoft Internet Explorer 4.01 is used to ensure compatibility with other
components. (e.g., MS Index Server, Internet Information Server, etc.)
7.2.1. MS Internet Explorer 4.0 or later
7.2.2. Basic tool to view declassification guides
7.2.3. View declassification guides (Full text)
7.2.3.1. View search results
7.2.3.1.1.  Condensed search results: Show summary of search results containing
search information
7.2.3.1.2.  Full content search results: Show full content of results containing search
results
MS Index Server: MS Index Server is an add-on component of Windows NT server. It is
available from Microsoft, free of charge. It requires Windows NT as well as Web Server to
operate. Microsoft released a new version (Index Server 2.0) as part of the NT Option Pack. This
is a key component for being able to conduct an efficient declassification review process.
7.3.1. MS Index Server 1.1
7.3.2. Content-indexing and searching
7.3.2.1. Index full text and properties
7.3.2.2. Index HTML documents
7.3.2.3. Index MS Word and Excel
7.3.3. Automatic maintenance
7.3.3.1. Index creation and updates
7.3.3.2. Optimization
7.3.4. Web-based interface
7.3.5. Customized Query forms
7.3.5.1. Compound words querying
7.3.6. Requirement
7.3.6.1. Internet Information Server for Windows NT 4.0 Server

7.3.6.2. Peer web Server for Windows NT 4.0 Workstation
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7.4. Access Database: Database will store and maintain relevant information throughout the

declassification process. Document images and declassification guides can be managed

independently to VOGUE.

7.4.1. Table for document images

7.4.2. Table for Declassification Guides

7.4.3. Table for review information: Review results will be stored in this table.

7.5.

Voice Operation: DragonDictate can be easily integrated with any application developed b

using Visual Basic. Based on industry review it has a great performance as well as functionality.

7.5.3. Operate application with voice inputs and commands

7.5.4. Voice Text Dictation

7.5.5. Text to speech: It can talk back to you to confirm your voice input

VOGUE Word Lists and Operation Instruction

Operation Word Lists Notes

Before you start e  Open DragonDictate

VOGUE e  Turn on the microphone using
keyboard or mouse

To open VOGUE [Bring Up] “VOGUE” e To open VOGUE syste

To close VOGUE [Close] “Window e To close VOGUE syste

To navigate VOGUE [Select Document], [Review Date], | ¢ To navigate data entry fields or

[Reviewer Name], [Review Type],
[Classification Status], [Agenc
Code], [Equity Agency], [Review
Notes], [Search Guides], [Guide
Lists]

command fields

To enter data or

[Dictate mode]

e Data can be entered into an

information data entry fields using voice
dictation
To edit Document {Zoom in], {Zoom Out], [Edit], etc. [ ¢ DragonDictate provides word
Images lists related to WANG Image
editor
To search [Back], [Forward], etc. ¢ DragonDictate provides word
Declassification lists related to Internet Explorer
Guides Web browser
DragonDictate general | [Up], [Down}], [Page Up], [Page e  DragonDictate provides word
word lists (partial lists) | Down], [Drop List], [Double click], lists for general windows
[Mouse Grid], [Mark Here], operation
[Enter], [Escape], [Go to Sleep],
[Wake Up], [Microphone Off]
DragonDictate Summary
Mode

[Command Mode] | o

Control Windows application by speaking instead of by keyboard and
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mouse
Speech command can be combined with mouse and keyboard commands

[Dictate Mode] Enter text directly into your applications by speaking
Support dictation as well as text formatting

[Sleep Mode] Inactivate voice control
[Wake up] will activate voice operation

[Mouse Grid Mode] Control mouse position on the screen by using voice

Use mouse grid by using voice
Control mouse movement by selecting grid point

9. Sample VOGUE Screen

The VOGUE screen consists of three interrelated windows: (1) the document review window (left side) for

presentation of an image or ASCII text file to be reviewed, (2) the guidance window (right side) for search

and presentation of the identified guidance topics, and (3) the results window (upper-right) for capture and

presentation of the results of the review.

{Select Document].

Reyiew:Date:}:Liuly 10, 1998 : This is a simple demo
Name:]|Richard Young " .:Notel iprogram to see the

Type] [Top secret functionality of the VOGUE :*:
: : isystem

(Exomm (Classification Status:] Reisase in full
T " {Agency Cede’] |DOE

{Communicator winter 1

Ve, ¥ Mo 3

EModc| "3 “{Equity Ageni»’f]’ CIA

—Dnnhla Chck] -
i 2 [Mouse Grid) |

COMMUNICATOR U TR U

Newsletler or the Tlaxsfication st Seasitive Hecords Management Commmmdty

St vy sestesr

s o 8. o 1 o 05
Wi, 256 3 MAGRLEY Semrolonel KNS €o% 1o lecazctint

Deparuwens o Eoerxe su fcparont of

T

D it of Eneigy 210 m(nn«mu A Dofomie
F Tt scagle. S 7
mm; ¥ o ar

Bz teriew s Griacoior o Srseset 4O Xk
gt oo de 1t vy St
smmonstotiaes X 1 Funtavoncat Claslieston

» ot hesr

tien |
Cateal Reths « fceiancioomson Fraxtwtonsy Rezowock fewirs

The Fobe Berne: Finesmpen v

Summary Hit HighLighted Page

... Followmg 1s the draft text of CG-HR-1, the Historical Records Deciassificagion Gude
INTRODUCTION

BACKGROUND

The breakup of the Soviet Union, the end of the Cold War, and other national and international ...

.. declassified. There1s a 5 -year period (ending April 16 2000) to aﬂow such documents to be
revncwcd and d before 15 ipl d Atthe ead
of this period, documents which are of permanent historical valuc are 23 years or older, and have
not been postively ...

.. older, and have not been posmwely shcwn to require :onnnucd proteetion (even if not yet
r:vwwed) wil be i ) d ion does not apply to i)
recquirements made under the Atomic Energy Act of 1954, as amended This exempton to automatic .
declassification apphes to .. ;

.. Automatc declassification does not apply to r!qun'emen.ts made under the Atomic Energy Act of

1954 as amended This to ifé applies to classified

as Restricted Data (RD) and Formerly Kestricted Data (FRD)

PURPOSE

The purpose of this guide 15 to j’j

10. Results of Prototype Demonstration

This research prototype was focused on demonstrating a level of functionality to support the declassification

review process. The prototype system demonstrated the following capabilities:
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1) Reviewers were able to simultaneously sée documents images and relevant declassification guides
in the same screen

2) Reviewers were able to use voice, and/or mouse and keyboard to operate the syste

3) The system provided a capability of searching declassification guides based on sensitive words in
the documents

4) The system provided search results for review and storage

The prototype VOGUE system successfully demonstrated all of the intended system functionality, as
specified in section 5, above. Reviewers were able to conduct declassification review processe§ ‘with a
simple VOGUE screen that can handle both document images and declassification guides. Reviewers were
able to use voice, and/or mouse and keyboard interfaces to operate the VOGUE system. Reviewers should
be able to identify for them selves which operating method works best for their situation, based on their own

experience, work load, etc.

Several issues were raised in regard to VOGUE operations during the initial prototype demonstration.

These were related mainly to VOGUE’s performance, compared to current manual processes:

1. The system appeared to be too slow and did not demonstrate a clear advantage over normal/manual
operations using a mouse and keyboard.

2. Voice training appeared to be a key factors for improve performance and/or accuracy of data entry.

(Dragon Systems claims little training is required to effectively use DragonDictate)

These issues were addressed and subsequently mitigated by means of further system tuning. The final
prototype system demonstrated that the expanded choice of input devices provided by VOGUE is indeed
practical. VOGUE provides reviewers a powerful optional means of interfacing with the computer, but its

effectiveness depends on how and for which specific operations the reviewers elect to use it.

The prototype demonstration also showed that further consideration should be given to optimization of the
VOGUE operating environment. Background noise, for example, was very important during the
demonstration, because of the use of an omni-directional microphone. DragonDictate tries to convert any
sound to meaningful words, and questions and explanations of the system during the demonstration were
often wrongly interpreted by the system as operator commands. This problem could be mitigated by better
room arrangement and use of a (more) directional microphone of the type used by telephone operators. The
prototype also demonstrated that operator skill in the use of the microphone can be trained, and goes a long

way towards improving system effectiveness.

VOGUE Performance Summary

Training Time for Dragon Dictate 2.5 hrs

Ease of Training Simple (packaged with Dragon Dictate)
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Difficulty of use for Vogue syste

Novice (requires practice at simple commands)

Speech Rate (for demonstration)

70 words/ 1.5 to 2 minutes or

32 commands / 1.5 to 2 minutes

Performance Level 95% accurate for demo; accuracy increases as

Vogue “learns” your speech patterns

Microsoft® Index Server (MIS--bundled free of charge with NT 4.0) apparently provides adequate

capabilities for indexing and full text searching of documents. As an add-on software component with

Windows NT, MIS is readily available for general applications of VOGUE. It is also designed for use with

documents stored on Intranet or Internet sites. The following list (provided by Microsoft) shows the

advantages and capabilities of MIS as a search engine:

Indexes all documents: Allows the end user to query indexes and entire documents on Intranet or
Internet sites that are stored on Windows NT® Server 4.0 operating system with Internet
Information Server. The search engine can find documents in just about any format: text in a
Microsoft Word document, statistics on a Microsoft Excel spreadsheet, or the content of an HTML
page.

Customized query form: Allows the Webmaster to create a customized query form enabling end
users to choose certain perimeters of their search. This form modification allows a user to search
by either contents or other document properties such as author and subject.

Customized results page: Allows the Webmaster to customize the results page shown after a
search. Variables include any document properties such as title, author, date, size, and a document

summary. The number of hits shown per page can also be set, and results can be sorted by an

" property. Index Server 2.0 also supports hit highlighting where the search words are shown

highlighted in the document.

Automatic maintenance: Provides a "Zero Maintenance" environment, especially where a server
will be running 24 hours a day, seven days a week. Once set up, all the operations are automatic.
This includes; automatic updates, index creation and optimization, and crash recovery in case
there's a power failure.

Administrative tools: There are a number of built-in tools to help administrators optimize their
query service. The performance monitoring capability gives administrators key information to
gauge site performance—including the number of. queries processed and the response time.
Multiple languages: Provides built-in language support allowing end users to query documents in
seven different languages. Documents written in Dutch, English (U.S. and International), French,
German, Italian, Spanish, and Swedish can be searched.

Extensible architecture: Uses content filters to extract the textual information contained within a
formatted file. Content filters are associated with particular document formats. Content filters

comply with the IFilter ActiveX™ programmatic interface, which has been published b
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Microsoft. By writing a content filter; software authors can expose their contents to Index Server

for indexing and retrieval by end users.

11. Directions for Further Research

While it is clear that the VOGUE concept has good potential for applicability to real world document

declassification operations, practicalities mandate that the VOGUE system be refined and further tuned in

order to provide the level of advantages necessary to justify its installation and training expenses. The

following is a list of recommended future research activities to improve the VOGUE system.

Approaches to tuning the VOGUE system for increased performance and effectiveness of should
be researched. These should be baselined against current normal/manual operations for realistic
comparisons. The first step is to develop a better understanding of the current system and the
functional requirements of the users. This knowledge should also help provide measures or
“system metrics” to use when comparing manual operations to a system including VOGUE. As a
minimum, this research should focus on system speed (e.g. general operation, screen navigation,
and data entry) and system flexibility and scalability.
Research should also be directed to systems analysis interactions with declassification revie
personnel from the CIA and other agencies for the purpose of better understanding their operation
and computer-interface needs and requirements. The prototype VOGUE system was based on our
general understanding of the review process. Interaction with reviewers should greatly improve
understanding of the actual requirements of the declassifiers.
Further research on the VOGUE operating environment should be carried out to optimize syste
performance. Operating environmental concerns include the configuration of the physical
operating space as well as the integration of VOGUE into the existing declassification revie
processes.
New technology should be considered for adoption/integration into VOGUE whenever there is
promise for significant improvement in system performance. Voice recognition and related
technologies are changing rapidly. Further research should (as a minimum) consider

1) voice/speech recognition

2) storage of document images and declassification guides

3) intelligent guide search and retrieval.
Finally, the VOGUE system should be handed over as a pilot to the most adventurous of the
declassifiers for use and feedback. This step should provide solid information on what works, what

does not and future directions for progress.
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Database Partitioning and Duplicate Document Detection
Based on Optical Correlation

Francine Prokoski, Ph.D.
MIKOS Ltd., Fairfax Station, VA
mikos @ gte.net

ABSTRACT

Certain classes of duplicate documents can be rapidly and accurately detected by first partitioning the
database through characterizing each page of the document as to the amount and location of white
space, the number of lines of text, and the presence of graphics. This is followed by optical correlation
to compare a target document against database documents which have the same characterization.
The characterization effectively partitions the database such that only a small percentage of the
database needs to be directly compared. The comparator process used, called FlashCorrelation, is
fast and simple to implement, as is the characterization process. The resulting duplicate detection
method has been demonstrated with small databases of 600 documents in which duplicates have been
created through rescannings, degraded copying, light and heavy overwritings, marginalia, wrinkling,
obliterations, and appendages. Results appear promising, and further testing with significantly larger
databases should be the next step.

Types of Duplicate Documents

Optical correlation techniques are suitable for matching documents which are optical copies, produced
through such means as carbons, mimeographs, Xeroxing, facsimile, optical scan and reprint, and
photography. While subsequent annotations, whiteouts, and appendages can cause two documents to
differ, their optical correlation will still indicate significant similarity. Such techniques can offer speed
and robustness against local or global variations involving additions, subtractions, and histogra
modifications. When the database includes electronic copies, which may have different fonts and page
layouts from the original, the correlator would be required to systematically consider a range of font
types and sizes and margin settings. The speed of the process makes that feasible for the software
used in the present tests, but a hardware embodiment would be needed to search a wide range of
variables over large database partitions. For the current declassification requirements, only optical
copies are considered.

Duplicates which can be identified through the proposed method span four classes:

e Exact Duplicate (carbon, fax, Xerox, mimeograph having no significant alterations)

e Aimost Exact Duplicate (signed vs. unsigned or having some other minor alterations)

e Near Duplicate (adding marginalia, cover sheet, or appendix)

e Partial Duplicate (resulting from “cut and paste" having subtractions and additions).
A threshold setting on the correlator determines the amount of variation allowed for a database
document to be considered a candidate duplicate of a target document.

The Level at which the matching of two documents is to be performed can be:

e single page matches

o all pages in a document match

e all pages in one document match a subset of pages in the other document

* some pages in one document match some pages in the other document.
Depending on the number of pages in the documents, the correlation can be performed on a page
basis in each of these cases, or can consider a mosaic of all pages at once. The basic technique is
the same in either approach. Page-based matching will be described for simplicity in this paper.

Document Standardization
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in order to perform optical correlation with maximum accuracy, the documents must be deskewed and
aligned to consistent axes. The amount of scaling variation which can be tolerated is a function of the
precision with which the deskewing and aligning is performed. Deskewing and location of the page
origin is performed at the time the document is scanned, while the human operator is keying-in such
information as: the accession number, date, origination agency, etc. Documents are all scanned at the
same resolution {(currently 300 dpi), and the digital files can then be directly processed by the
FlashCorrelationé (FC) technique. A constant size array is used by the FC engine, and is chosen to be
large enough that it encompasses the entirety of each page in the database.

Document and Database Characterization

An optical copy, by definition, must have similar allocation of white space, text, and graphics on each
page. Therefore, there is no need to consider as duplicates any pair of documents which have

differing allocations, beyond the extent that marginalia or other variations may be tolerated in the

definition of what is being considered a duplicate document.

Preprocessing a database into partitions provides significant speed acceleration during duplicate
detection. In areas which have not been subjected to modification, optical duplicates must necessaril
have the same amount and location of white space, and also must have the same number of lines of
text. Partitions can be established using three parameters which can be automatically calculated and
added to the document header. As each document is scanned, the system automatically:

A) Divides each page into 8 x 10 cells, and specifies a binary array (80 x # pages) in which a "1" is
positioned for each non-white cell and a "0" for each white cell in each page.

B) Determines the number of lines of text on each page, and produces a string of counts
corresponding to each page in the document

C) Detects the presence of graphics on each page and produce a binary string in which a "0"
indicates no graphics and a "1" indicates graphics for each page.

Although the white cell allocation matrix alone would in theory provide 2% partitions, smudges,
speckles from photocopying, and other types of visual debris may result in ambiguity as to whether a
cell is to be considered white or not. In such cases, where the total number of non-white pixels is
greater than zero but less than a specified limit, the cell is classified an indeterminate. Depending on
the quality of the target document and the document database, on the order of 1000 to 10,000
partitions can be repeatably developed, providing an effective filtering out of impossible matches
without eliminating possible candidates. Duplicate detection correlation then is performed against the
partition of the database which has the same A, B, and C as a target document, and against
neighboring partitions based upon the level of modifications to be allowed between duplicates, the
image quality of the documents, and the extent of preprocessing for image enhancement..

In a generalized database, a "graphic" can be defined as a consecutive sequence of non-white rows
with extent at least equal to five lines of single-spaced text. Documents which are current candidates
for declassification do not have graphics, and so that characterization feature is not further considered
in this paper.

Generated Test Sets

The initial test performed used a database including standard government forms, newspaper extracts,
business letters, magazine pages, and catalogues. The second test utilized a database provided b
DOE/LANL which includes redacted pages from government documents considered representative of
current declassification requirements. In each test, the original documents were scanned at 300 dpi
and several replicas printed with a laser printer. The replicas were then subjected to skewing,
wrinkling, overwriting, coffee stains, whiteout, and smudges, after which they were rescanned and
added to the database. For convenience, other modifications were made to the electronic version of
the original, and then added to the database without being printed and rescanned. These included
histogram changes, deletions, and additions. The results showed that the proposed method can
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detecting duplicates which have undergone this wide range of modifications. lllustrating the degree to
which variations can be allowed in optical duplicate detection:

Figure 1: Light or Heavy Annotation (First Test Database Document)
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Figure 2: Xeroxing and Wrinkling (First Test Database Document)
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Figure 4: Annotated and Lightened Re-scan (Document 371)
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The initial testing utilized a general database of text documents, images, and combinations. While that
application may be significant for future declassification efforts, the current requirements are for
documents without images. The LANL-supplied database is considered illustrative of the range of
characteristics in documents currently awaiting declassification. The LANL database documents have
a wide variation in features, including:
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Figure 5: Variation in amount and location of White Space (Documents 111, 171, and 18)
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Figure 6: Variations in line spacing and streaking (Documents 370, 375, and 185)
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The types and extent of variations present or expected in a database are considered in establishing the
characteristics used for partitioning, and the selection of neighboring partitions to be included in the
duplicate searches. Additional analysis of the row sums used to determine the number of lines of text
on a page can also produce specifications on the font size(s) and the font(s) used. For the small

database sizes used to date, that additional partitioning produces no gain.

However, for very large

databases, or for detection of electronically rendered copies, it could provide significant further

characterization of each document.
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Figure 7: Variations in Fonts and intensity (Documents 482 and 9)
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Features of FlashCorrelationZE

FlashCorrelation/ (FC) is a highly efficient patented method for comparing complex patterns, such
as faces, fingerprints, ballistics, signatures, and generalized documents containing text, graphics and
images. FC has been implemented in software and shown to have advantages over other techniques
for facial recognition, ballistics matching, and 2-D bar coding. FC offers the speed of optical correlation
with the flexibility of digital correlation. Compared to other pattern-based matching schemes, it is faster,
less computationally intensive, forgiving of variations in color and resolution, and cheap to implement.
The technique requires no adaptive training and runs on any PC.

FC compares two or more patterns to determine their degree of similarity regardiess of the complexit
of the images, and in spite of the addition of noise, local changes, and variations in resolution and
focus. A Flash Correlation Artifact (FCA) is produced if and only if two patterns are highly correlated.
The FCA also provides quantitative valuation of the degree of correlation, allowing the matching engine
to be tuned to the desired level of match. in the present application, the threshold can be set to select
all documents which have at least a desired level of match, ranging over exact duplicates, almost exact
duplicates, and partial duplicates.

Document comparison can be done simultaneously for all pages of a short document (10 pages or
less), or page-by-page, or each page can be divided into cells and corresponding cells compared.
The contribution from each cell to the total page correlation can be weighted by the location of the cell
on the page. For example, if marginalia is to be allowed in duplicates, then cells along the edge of the
page are given reduced weight. When the document may have localized damage such as from coffee
stains, or when annotation may be present anywhere on a page, the measure of similarity between two
pages can be based on the maximum correlation value from a subset of the cells.

Multiple page documents can be compared in a single operation. Short documents can be stacked to
produce a single "stacked page". Presence of an FCA between two stacked pages is sufficient to
indicate that the stacks contain at least one pair of highly correlated pages. Conversely, the absence
of an FCA allows a stack of pages to be discarded at once, thereby speeding the process of searching
a database for matches.
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For huge databases, the search task can be divided among multiple platforms, which each processing
a subset of the database and selecting documents meeting a threshold for correlation with the target
document.

Example of FlashCorrelation/E Processing:

The optical correlation process of FC is illustrated by the following examples.

Figure 8: Original, Light Xerox, and Partly Deleted Copies of LANL 370
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Since the location, size, and density of the FCA region is known, the correlation between two
documents is derived from the density of the FCA region. The matrices which are utilized in the FC
process are scrambled encodings of the original documents, produced at the time they are scanned
into the database.

Figure 9: FCA produced from FC of the Original and its Light Xerox
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The FCA indicates a strong correlation between the two documents, leading to the Lightened Replica
being listed as a Candidate Duplicate of the Original.

Figure 10: FCA Produced from the FC of Original and Partial Replica

An FCA is present, although not as strong as in the prior example. The Partial Replica will be
considered a Candidate Duplicate of the Original if the density of the FCA exceeds a specified
threshold. [f Partial Replicas are to be considered Duplicates, then the threshold is set accordingly.

Figure 11: LANL Documents 370 and 365
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When the FC engine encounters two different documents, as here, no FCA is produced.

Figure 12: No FCA Results from FC of Documents 370 and 365

Test Results to Date - Without Partitioning

Two tests were performed using 530 and 460 single page documents. The first set included graphics,
photographs, photographs, newspaper text, and business correspondence with both greyscale and
color variations. The second set was created from the LANL/DOE database of sample redacted
typewritten pages, involving only bit mapped text. In both tests, the name of each document was set
so that the FC system could automatically determine whether its selections of candidate duplicates
were correct or not. That facilitated making many runs at different threshold settings. Initially no
partitioning of the database was performed. The resulting error curves had cross-over points (where
the percent of false negatives equals the percent of false positives) of about 1.5% in each test. The
test sets were constructed to include skewing, over or under exposed copying, lightand heav
annotation, and marginalia. Selection errors were found to be due to induced skewing and overly dar
or light Xeroxing. The other induced changes did not produce errors.

It is not known to what extent the resulting test sets truly represent the extent and prevalence of these
effects in the actual databases to be processed. Therefore, the actual error rates to be achieved
through operational deployment of FC may be higher or lower than that obtained during these initial
tests. Effective deskewing with a residual error of less than 0.1 degree will essentially eliminate errors
resulting from skew, which constituted half of the errors in the tests. Documents which are partl
obliterated by over or under saturation can be analyzed by considering as candidate duplicates an
document which has at least a certain number of cells which correlate above threshold.

Test Results to Date - With Partitioning

Partitioning of a database should improve the error rates as well as speed the process. For the test
sets created, the partitioning steps described above caused only and all manipulated duplicates of the
same document to occupy the same partition, meaning that partitioning alone resulted in duplicate
detection with 0% errors without the need for FC. Additional testing with much larger databases would
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demonstrate the degree of error reduction to result from partitioning prior to FC. For operational
deployment, partitioning along the lines suggested above should provide significant improvements in
accuracy and speed, while requiring only trivial additional time during initial scanning of each document
into the database.

Steps in Implementing FlashCorrelationo(FC) for Duplicate Document Search

FC processing can be incorporated into redaction systems, or performed on a stand-alone basis or in
background mode. It can automatically partition a database and search for all duplicates within each
partition, or it can be used on a routine basis to search a database of previously redacted documents
to find a potential duplicate for each new document being entered into the database to be processed.
The same basic processing is performed in either usage.

Current Pre-Processing
The current pre-processing of documents for redaction includes the following steps:
Manually create a header by keying-in originating agency, accession #, date, # pages
Scan capture each page at 300 dpi
De-skew, compress, and store as .TIFF Group 4 format
QA/QC and OCR with full text indexing (without QA on output)
Select possible duplicates from metadata and route to duplicate detector
Assign rest for redaction; also assign the failed possible duplicates
. After redaction, route for seal and release
The current preprocessing time required per document is estimated to average about 30 seconds per
page on Highland Technologies Incorporated processing systems. The header size is estimated to be
20 KB.

NoOOA~rLD =

Additional Pre-Processing to Implement FC

The following additional processing is done automatically at the same time:

1. For each page, compute row sums and column sums

2. Set page origin from left and top where text starts (non-zero sums). When pages may be ver
dirty, the human operator can override the automatic origin designation.

3. Divide each page into cells (8x10 at present).

4. For each cell, compute row sums

5. For each cell, total all row sums; if total is less than the "white threshold" Tw, assign a "0" to that
cell in an 80-bit string representing all cells (white threshold may be greater than 0 to allow for
some dirt or stray pixels).

6. For each document, produce the characterization to be stored with the metadata:

A = an array of 80 bits x number of pages showing all non-white cells as 1's.

7. For each page, total the row sums across the 8 cells and analyze them to determine the number of
lines per page. A line break is defined as a near-zero row sum for at least Rb consecutive rows
following a non-zero row sum for at least Rl consecutive rows. The values for Rb and Rl are
determined from the resolution of the images being processed. As an example, if a single spaced
page contained 60 lines of type and scanning at 300 dpi produces 3000 row sums, there would be
60 oscillations in row sums from 0 to a max and back to 0. The actual shape of the oscillation for
each line would depend on the font used, the number of capital letters, and underlining. At 50 pixel
rows per text line, there could be a break of 25 near-zero rows followed by 25 non-zero rows.

8. For each document, produce the additional characterization to be stored with the metadata:

B = a string of two characters per page, giving the number of lines per page in order.

9. For each document, for each page, store also with the metadata:

C = an FC array of approximately 640 x 480 bytes (which is a rotated, binarized, reduced resolution
replica of the page.

The time required per page is 8.7 milliseconds. The addition to the header is 1 KB per page.

FC Search for Duplicate Documents
At any time after the preprocessing has been performed, an FC search for duplicates can be
performed by a dedicated database processor, or by the preprocessing system, or by a system used
for redaction. In all cases, the following automated steps apply:
1. A digitized Target Document and its characterizations A, B, C are brought into the FC processor.
2. Partition(s) of the database which match the characterizations A and B are determined.
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3. For each document in the selected patrtition(s), the array C is loaded for each page.

4. The FCA strength of each page of each document in the partition is calculated and compared to a
decision threshold.

5. The rules selected for determining a duplicate document are applied. Examples: (1) To be
considered a Candidate Duplicate of the Target Document, a document must be the same number
of pages as the Target, and each corresponding page must have an FCA above threshold. Or (2)
A Candidate Document can be of different length than the Target, but each page of the shorter
document must match a page of the longer document, that is, have an FCA higher than threshold,
in order to be considered Candidate Duplicates.

6. The system outputs the identifier of Candidate Duplicates to the Target Document.

Processing Time Summar

The stated processing times resulted from conducting the tests on a Pentium 11/300 PC:

1. Characterizing a page (extracting information A, B, and C) requires 8.68 milliseconds, and can be
automatically done while the page is being scanned and the metadata keyed-in.

2. FlashCorrelation6 of a target page and another page from the database partition (C arrays) and
comparison to the threshold requires 2.52 milliseconds.

3. Applying a decision rule to multi-page documents would add probably another millisecond,
depending on the complexity of the rule.

Further Considerations

The next step is to conduct a large scale test of the two-step method presented and analyze the results
as to accuracy and throughput. Improvements to the method can then be considered. They ma
include: Variations on the characterization features used for partitioning the database. Adaptive
setting of limits to define "white cells". Use of autocorrelations for automated adaptive setting of the
threshold to determine Candidate Duplicates. Further processing to reduce residual skew. Automated
dynamic contrast enhancement during preprocessing.

MIKOS Ltd. wouid welcome the opportunity to process large databases, and refine its techniques, in
cooperation with other companies or with government agencies.
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Abstract

Detecting duplicates in document image databases
is a problem of growing importance. The task is
made difficult by the various degradations suffered
by printed documents, and by conflicting notions of
what it means to be a “duplicate.” To address these
issues, this paper describes a framework for clarify-
ing and formalizing the duplicate detection problem.
Four distinct models are presented, each with a cor-
responding algorithm for its solution adapted from
the realm of approzimate string matching. The ro-
bustness of these techniques ts demonstrated through
a set of experiments using data derived from real-
world noise sources.

1 Introduction

As information management and networking tech-
nologies continue to proliferate, databases of doc-
ument images and their associated meta-data are
growing rapidly in size and importance. A key prob-
lem facing such systems is determining whether du-
plicates already exist in the database when a new
document arrives. This is challenging both because
of the various ways a document can become de-
graded and because of the many possible interpreta-
tions of what it means to be a “duplicate.”

For example, one document might be a photocopy
of another, or a fax. The copies could be visually
identical, or one might have additional handwritten
notes appended to it. If the original document was
generated on-line, a duplicate could contain exactly
the same text, only formatted in a different way
(changes in font, line spacings and lengths, etc.).
A duplicate might possess substantially the same
content, but with minor alterations due to editing
(.e., earlier or later versions of the same document).
Of course, in any of these cases the scanned im-
age of either or both of the documents may con-
tain significant “noise” due to the way the hardcopy
was handled or anomalies in the scanning process.
All of these interpretations are reasonable; later a
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framework is described for clarifying and formaliz-
ing them.

Whatever the definition, the process of determin-
ing whether one document is a duplicate of another
involves two steps:

1. Extracting appropriate information (features)
from the incoming document image.

2. Comparing the features against those pre-
viously extracted from documents in the
database.

What features to use, and how they are compared,
are the two primary issues to be resolved. Different
choices lead to models which will be appropriate for
different applications.

Previous work on detecting duplicates (e.g., [2,
6, 7, 19]) has concentrated mostly on exploring the
first step above, turning to more traditional mea-
sures when it comes to the second. In this paper,
the focus is on the models and algorithms associ-
ated with comparing document representations (i.e.,
the second step), while features are taken to be the
uncorrected text output from a commercial OCR
package. A framework is given for categorizing and
studying different kinds of duplicates, along with al-
gorithms that extend the range of techniques avail-
able for searching document image databases. These
methods prove to be extremely robust, even in the
presence of low OCR, accuracies.

The remainder of this paper is organized as fol-
lows. Section 2 presents four distinct but related
models for the duplicate detection problem moti-
vated in part by the literature for approximate string
matching. Each of these is solved optimally using
a dynamic programming algorithm, as described in
Section 3. Implementation issues are considered in
Section 4. Section 5 presents experimental results
that demonstrate the robustness of these techniques
across models and in the presence of real-world noise.
Related work is reviewed in Section 6. Finally, con-
clusions and possible future research directions are
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Figure 1: The four duplicate classes discussed in this paper.

discussed in Section 7.

2 Models

For the purposes of this paper, the assumption is
that the documents of interest, while in image form,
are primarily textual in content. Viewed abstractly,
such a page is a series of lines, each consisting of a
sequence of symbols. In this string-of-strings view-
point, the term “symbol” can be defined quite liber-
ally. It could be interpreted as meaning characters,
of course, but representations at higher levels (e.g.,
words) or lower levels (e.g., basic features computed
from image components) are also possible.

What, then, is a duplicate? Rather than start
enumerating possibilities in an ad hoc manner, some
structure can be obtained by first partitioning the
problem along two dimensions: whether the dupli-
cation is full or partial, and whether the layout of
text across lines is maintained or not. The reasons
for this particular classification scheme are rooted in
the string formalisms to be described in the next sec-
tion. For now, the four possibilities are illustrated
with real-world examples and to introduce the ter-
minology:

1. If two documents are visually identical, one is
a photocopy or a fax of the other, say, they are
full-format duplicates. This category also cov-
ers documents distributed electronically (e.g.,
as PDF or PostScript) and printed without fur-
ther editing.

. If two documents have identical textual content,
but not necessarily the same formatting, they
are full-content duplicates. This includes, for
example, the same e-mail message sent to two
people and printed using different-sized fonts,
or an HTML document downloaded from the
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WWW and printed using different margin set-
tings.

If two documents share significant content with
the same formatting, they are partial-format
duplicates. Exactly how long the similar re-
gions must be will depend, in general, on the
application. Two instances of this are the copy-
and-pasting of whole paragraphs from one docu-
ment into another, and “redacting,” the editing
of a hardcopy document by obscuring portions
of the text so that it is no longer legible.

. If two documents share content but their for-
matting is not necessarily the same, they
are partial-content duplicates. This arises in
the copy-and-pasting of individual sentences or
groups of sentences. A later version of a docu-
ment that has undergone several editing passes
is likely to be a partial-content duplicate.

These various types of duplication are shown in
Figure 1. In the next section, algorithms special-
ized to each of these cases are given. Note that
although the text used to illustrate the figure is
“clean,” it will be necessary to handle a full range
of document recognition errors, inciude characters
that have been misrecognized, omitted, or added,
words that have been improperly segmented, com-
plete lines that have been missed or inserted, etc.

Before moving on, it may be instructive to con-
sider briefly the relationships between the various
kinds of duplicates. This “universe” is depicted in
Figure 2, where several example data-points have
also been plotted. Note that there is overlap between
the classes, with partial-content duplicates encom-
passing all the other types.

Clearly, every format duplicate is also a content
duplicate; the former is a special case of the latter.
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Figure 2: The universe of duplicates.

From a formal standpoint, the distinction is whether
the page is treated as a 2-D stream consisting of lines
made up of characters, or as a 1-D stream of char-
acters in reading order. Note that the 2-D represen-
tation can be converted into a 1-D representation
by treating the new line character as a space [19].
This implies that any algorithm for detecting con-
tent duplicates can also be used to detect format
duplicates. There will undoubtedly be cases, how-
ever, where a search can be confined to, say, possible
photocopies of a document. Here, an algorithm spe-
cialized to finding format duplicates will yield higher
precision (i.e., fewer false “hits”) than the more gen-
eral algorithm, which also returns potential content
duplicates.

Note also that any full duplicate is also a partial
duplicate. Again, there are benefits in maintaining
the distinction, both in terms of retrieval precision
and because the special case admits heuristics that
greatly speed the computation, as is discussed in an-
other paper [11].

3 Basic Algorithms

If it were possible to assume that OCR was per-
fect or nearly so, the problem of locating duplicates
would be relatively straightforward. At best, this is
a highly optimistic assumption. Instead, it is safer to
acknowledge that OCR can be arbitrarily bad, with
no specific guarantee that any n consecutive charac-
ters will come through unscathed. If, for example,
the accuracy rate were 75% (a reasonable assump-
tion in the case of faxes, small fonts, etc.) and errors
are independent, the probability that a given n-gram
will survive is 0.24 for n = 5, and 0.056 for n = 10.
The chance that a complete sentence would make it
through without errors is miniscule. Hence, schemes
that depend on a majority of words or sentences be-
ing recognized correctly, while working reasonably

well for clean input, may break down in the case of
degraded documents.

Fortunately, the literature on approximate string
matching is rich with techniques for addressing such
concerns [5, 17, 20]. Moreover, the model correlates
well with the physical processes that result in errors,
so as a measure of similarity it is supported by intu-
ition. Drawing from this body of work, algorithms
are given for each of the four variants of duplicate
detection. In the context of their respective models,
all are guaranteed to return optimal solutions.

Beginning with some definitions, a string, D =
dids ...dn, is a finite sequence of symbols cho-
sen from a finite alphabet, d; € . String S =
5183 ...5m 1s a substring of string D = did2...d,
if m < n and there exists an integer k in the range
[0,m — n] such that s; = djq for 7 = 1,2,...,m.
The set of all possible substrings of D is denoted
D*. In the 1-D case (i.e., content duplicates), a doc-
ument is simply a string. In the 2-D case (i.e., for-
mat duplicates), a document is a sequence of strings,
D =D'D?...D™ where D} =did}...d%.

A standard measure for approximate string
matching is provided by edit distance [8]. In the
simplest case, the following three operations are per-
mitted: (1) delete a symbol, (2) insert a symbol, (3)
substitute one symbol for another. Each of these is
assigned a cost, Cdel, Cins, and csyp, and the edit dis-
tance is defined as the minimum cost of any sequence
of basic operations that transforms one string into
the other.

3.1 Full-Content Duplicates

As it relates to full-content duplicates, this optimiza-
tion problem can be solved using a well-known dy-
namic programming algorithm [15, 21]. Let @ =
9192 . - -¢m be the query document, D = dids...d,
be the database document, and define distl; ; to be
the distance between the first ¢ characters of Q and
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the first j characters of D. The initial conditions
are:

distlpp = 0
distl;p = dz'st],-_l,o + cdel(q,-) 1<i<m
distly; = distlo ;-1 + C,'ns(dj) 1<jij<n
1
and the main dynamic programming recurrence is:
distl;_1 ; +  caer(g:)
disili,j = min dist]i,j_l + Cins(dj)

distli_1j-1 + Csus(¢i,dj)
(2)
for 1 < i< m, 1< j<n. The computation builds
a matrix of distance values working from the upper
left corner (distloo) to the lower right (distln, ,),
as illustrated in Figure 3. Once it has completed, a
sequence of editing decisions that achieves the opti-

muin can be determined via backtracking.

As indicated above, the costs in general can be
a function of the symbol(s) in question. As a rule,
the deletion and insertion costs are assumed to be
greater than 0, while the substitution cost is greater
than 0 if the symbols do not match and less than
or equal to 0 if they do. In the event constant costs
are used, it is convenient to refer to them as simply
Cdel; Cins, and ¢syp (when the two symbols are differ-
ent) or ¢ma: (When they are the same). It is possible,
and indeed sometimes desirable, to specify cost func-
tions that are quite sophisticated. Moreover, the set
of basic editing operations can be supplemented as
appropriate. Both of these issues will be covered in
a later section.

Algorithm dist] provides the basis for a solution
to the full-content duplicate problem; the smaller
the distance, the more similar the two documents.
While OCR errors will raise this value somewhat,
to the extent they are modeled by symbol deletions,
insertions, and substitutions, they will be accounted
for.

3.2 Partial-Content Duplicates

The previous formulation requires the two strings
to be aligned in their entirety. For the partial du-
plicate problem, what is needed is the best match
between any two substrings of @ and D. Concep-
tually, this corresponds to generating all substring
pairs in {@* x D*} and then comparing them using
algorithm dist!. In practice, however, this would be
too inefficient.

Fortunately, the original computation can be
modified so that shorter regions of similarity can be
detected in two longer documents with no increase in
time complexity. The edit distance is made 0 along
the first row and column of the matrix, so the initial
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conditions become:

sdistlpp = 0
Sdist],"o = 0 1<i<m (3)
sdistlo; = 0 1<j<n

In addition, another term is added to the inner-loop
recurrence capping the maximum distance at any
cell to be 0. This has the effect of allowing a match
to begin at any position between the two strings.
The recurrence is:

0
sdistl; ; = min Sdz.StIi_l’j + caer(gi)
. sdistl; j-1 +  Cins(d;)
sdistli_y -1 + csub(qi,d;)

(4)
for 1 <i<m, 1< j<n. Finally, the resulting dis-
tance matrix is searched for its smallest value. This
reflects the end-point of the best substring match.
The starting point can be found by tracing back the
sequence of optimal editing decisions. Note there is
an added requirement that the cost when two sym-
bols match be strictly less than zero, otherwise every
entry in the matrix will be 0. This computation is
illustrated in Figure 4.

Algorithm sdist! solves the partial-content dupli-
cate problem by computing

min{dist1(A,B) | A€ Q*, B€ D*}

In other words, it locates the best-matching regions
of similarity between the two documents @ and D.
A and B, the two matching subregions, can be re-
covered if so desired.

3.3 Full-Format Duplicates

For the 2-D models (i.¢., format duplicates), another
level is added to the optimization. The problem is
still one of editing, but at the higher level the basic
entities are now strings (lines). At the lower level, as
before, they are symbols. Say that Q = Q1Q?...QF
and D = D'D?... D}, where each Q¢ and DV is itself
a string. For full-format duplicates, the inner-loop
recurrence takes the same general form as the 1-D
case:

dist?i_l,j + Cdez(Qi)
dist?; ; = min dist2; 51 + C;ns(D{) )
disi%1o1 + Col@ DI)

(5)
for 1 <t<k, 1<j<, where Cyer, Cins, and Csysp
are the costs of deleting, inserting, and substituting
whole lines, respectively. The initial conditions are
defined analogously to Equation 1.

Since the basic editing operations now involve full
strings, it is natural to define the new costs as:

Caa(Q) = distl(Q',9)
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Cins(D¥) = distl(¢,D’) (6)
Csub(Qi, DJ) = distI(Qi, DJ)

where ¢ is the null string. Hence, the 2-D compu-
tation is defined in terms of the 1-D computation.
This is illustrated in Figure 5.

All else being equal, it can be shown that
dist2(Q, D) > dist1(Q, D) for any two documents @
and D. As noted earlier, dist! admits a larger class
of duplicates (full-content), while dist2 may provide
higher precision for the class it is intended for (full-
format).

3.4 Partial-Format Duplicates

Lastly, the extension for partial-format duplicates
combines the modifications for the partial (Equa-
tion 4) and format (Equation 5) problems:

0
o sdist2;_ ; + Caa(Q)
sdist?;,; = min sdist?i,j_l + Cins(Dj)

sdist%_15;-1 + Csub(Qi, Dj)
(7
for 1 < i<k, 1< j<I Notethat C4, Cins, and
Cisup are defined as before in terms of dist! (i.e.,
Equation 6), not in terms of the 1-D substring com-
putation as might be expected. The granularity of
this matching is whole lines. As before, the resulting
matrix must be searched for its smallest value, and
then traced back to find where the match starts.

At this point four different algorithms have been
presented, one for each of the models described in
Section 2.

4 Implementation Issues

In this section, a number of issues associated with
implementing the algorithms of the previous section
are addressed. The inner loops are straightforward
to code. Even so, there are numerous degrees of free-
dom and possible extensions that, while they do not
change the underlying algorithm, do alter the nature
of the computation in interesting and possibly useful
ways.
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4.1 Input Alphabet

Generally, string algorithms are viewed as operating
on character data. While this provides a natural link
to the output from QCR, the algorithms are more
general than this and can be used on any represen-
tation that obeys a 1-D or 2-D string model. The
former views a document as a stream of symbols
in reading order, where “symbol” could be any of
a variety of features that might be computed from
the image including characters, shape codes, word
lengths, etc. The latter just adds to this a notion
of lines, each a sequence of symbols, again in some
reading order. The choice of which set of features to
use in a given application will depend on the speed
and/or robustness with which it can be computed.

4.2 Cost Assignments

The selection of an algorithm determines the edit-
ing model. However, within the context of a single
algorithm, the choice of cost functions can have a
significant impact. While it is fairly common for im-
plementations of Equations 1-4 to employ constant
editing costs, the general way in which the algo-
rithms are formulated is much more powerful than
this.

To illustrate, consider the question of white-
space errors which are common in OCR. By setting
cdel(sp) = cins(sp) = 0, in effect not charging for
such events, unimportant differences between two
OCR’ed versions of the same documents can be ig-
nored. Through an appropriate choice of cost func-
tions, the distinction between various input repre-
sentations is also eliminated. For example, char-
acters and shape codes will yield identical results
if the cost of character substitutions is determined
based on shape code classes (e.g., ¢sus(gi, dj) = 0 for
gi,d; € {9,p,4¢,y}, the set of descender characters).

If the distribution of the OCR errors can be es-
timated a priort (e.g., via a confusion matrix), this
can be exploited by setting the editing costs to be
inversely proportional to the frequencies of the error
patterns in question. So, for example, if the substi-
tution e — ¢ is ten times more likely to occur than
M — W, its cost is made one tenth as much. This
will yield a more sensitive comparison; values closer
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Figure 4: The substring algorithm for edit distance (sdist1).

to the minimum when the documents are indeed du-
plicates under the model in question (differences due
to common OCR errors), and further away from the
minimum when they are not (true differences).

4.3 New Editing Operations

While the three basic editing operations (deletion,
insertion, and substitution) are sufficient to capture
all possible differences between two strings, the set
can be supplemented with more sophisticated opera-
tions to better model an underlying error process. In
the case of OCR, it may be desirable to add “split”
and “merge” operations to account for mistakes in
symbol segmentation [3]. The recurrence for dist!,
for example, would then become:

distlioy; 4+ caei(gi)
disﬂi’j_l + c,—n,(d]-)

disﬂi,]’ = min dist],'_llj_l + c,ub(q,-,dj)
distl;_1j_2 + cCspie(qi,dj—1d;)
distli_gj—1 + Cmerge(qi-14i,d;)

(8)
for1<i<m, 1<j<n.

Other operations such as transpositions can also
be supported. In general, as long as the number of
symbols involved (the “look-back”) is bounded, the
recurrence can be augmented without changing the
computational complexity of the algorithm.

4.4 Normalization

For exact duplicates, the distance returned by any
of the four algorithms of Section 3 will either be
0 or a negative number that grows smaller as the
lengths of the documents increase. For dissimilar
documents, the maximum distance grows larger as
the lengths increase. It is always the case that, for
a given query, a smaller distance corresponds to a
better match. In order for the results for different
queries to be comparable, however, it is necessary to
normalize the distances.

If the target interval is [0, 1], where O represents a
perfect match and 1 a complete mismatch, then the
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following formula provides an appropriate mapping:

. dist — mindist
normdist =

mazdist — mindist (9
where mindist and mazdist are, respectively, the
minimum and maximum possible distances for the
comparison in question.

Assuming a full-duplicate computation, and mak-
ing certain reasonable assumptions about the cost
functions, the minimum is obtained when all of the
characters in the query match the database docu-
ment and there are no extra, unmatched characters.
If the query is @ = ¢192 . . .¢m, then:

m
mindist = Z Csub(gi, ¢:)

t=1

(10)

Or, more simply, mindist = m - ¢pyq: When the costs
are constant.

The maximum distance, on the other hand, is de-
termined by the query and the set of all strings with
the same length as the database document. If the
cost functions are unconstrained, this in itself be-
comes an optimization problem. Fortunately, for
constant costs there is a simple closed-form solu-
tion. Without loss of generality, let the query be
the shorter of the two strings (i.e., m < n). There
are two possible “worst-case” scenarios: either all of
the symbols of the query are substituted and the re-
maining symbols of the database string are inserted,
or all of the query symbols are deleted and the entire
database string is inserted. Thus:

m- Csub + ('I’l - m) * Cins
M- Cdel + N - Cins

mazdist = min { (11)
The partial-duplicate computations are normal-

ized similarly.

4.5 Searching Databases

The algorithms given earlier are phrased in terms
of quantifying the similarity between strings (doc-
uments). The problem of searching a database for
duplicates can be cast in two ways:
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Figure 5: The 2-D algorithm for edit distance (dist2).

1. Return the top n matches (in ranked order).

2. Return all documents with distances below a
threshold .

Note that the first of these requires the computation
to complete before any results can be returned to
the user. The second can report potential matches
as they are encountered (and therefore hide some
of the computational latency), but requires setting
a threshold in advance. Both policies employ edit
distance as a subroutine, and hence can make use of
the techniques described to this point.

4.6 Speeding Things Up

Algorithms dist], sdistl, dist2, and sdist2 are op-
timal in the sense they return min-cost solutions to
their respective problems. All require time propor-
tional to the product of the lengths of the two doc-
uments being compared. In situations where the re-
sulting database search is too slow, there are a vari-
ety of ways to speed things up. These include:

o Computing edit distance faster.

¢ Avoiding having to compute edit distance for
every document in the database.

e Computing an approximation to edit distance.

These approaches can, of course, be used in combi-
nation.

Asymptotically faster algorithms and parallel
VLSI architectures (e.g., [9]) fall in the first category.
Database indexing techniques occupy the second.
The third is represented by a well-known heuris-
tic based on the observation that, if two strings are
similar, the path of optimal editing decisions must
remain near the main diagonal (recall Figure 3).
Hence, the computation can be restricted to a band
close to the diagonal. Should the edit distance fall
below some threshold as determined by the width
of the band, the heuristic will return its true value,
otherwise it returns a value possibly greater than
the true distance (as a path other than the optimal
has been chosen). This basic concept, illustrated in
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Figure 6, has been exploited to speed up the com-
putation in the fields of speech recognition [16] and
molecular biology [4].

Note that this heuristic applies only in the case
of the full-duplicate versions of the problem, as it
assumes the optimal editing path starts at (0,0) and
ends at (m,n). It can be shown, however, that this
approach will never miss a duplicate that would have
been returned by the slower, optimal algorithms.

Several new techniques for obtaining substantial
speed-ups (up to two orders of magnitude) for which
similar proofs-of-correctness can be given are pre-
sented elsewhere [11].

5 Experimental Results

To investigate the performance of the algorithms de-
scribed in this paper, two sets of experiments were
designed to explore different aspects of the problem
space. The first examined duplicate detection in the
presence of several real-world noise sources, while
the second studied the four duplicate models and
algorithms and how they relate.

For reasons of convenience, the same database was
used as in previous retrieval experiments [10, 13].
This consisted of 1,000 professionally written news
articles collected from Usenet. The shortest doc-
ument was 364 characters long, the longest 8,626,
and the average 2,974. Hence, the total size of the
database was approximately 3 megabytes.

The database was used as-is (i.e., no attempt was
made to inject OCR errors, either real or synthetic).
The query documents, however, and the intended
duplicates were all “authentic”: pages that had been
printed, scanned, and OCR’ed. These documents
were formatted in 11-point Times font with a 13-
point line spacing using Microsoft Word. Each page
was printed on one of two laserprinters, subjected to
a noise source in most cases, scanned at 300 dpi using
a UMAX Astra 1200S scanner, and then OCR’ed
with Caere OmniPage Limited Edition.

For the full-duplicate computations, the edit costs
were set to be Cger = Cins = csup = 1 and g = 0.
For the partial-duplicate computations, the match
cost was ¢mq: = —1. The study of more complex
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Figure 6: A heuristic for string edit distance.

costs assignments (e.g., those based on confusion
matrices) is left to a future paper.

5.1 Experiment 1

The goal of this experiment was to study dupli-
cate detection under various noise conditions: copier
degradations (multiple generations, excessively light
or dark), faxing, and handwritten mark-up (redac-
tion). The source document was 1,395 characters
long (26 lines, 203 words). Two sets of six pages
were created, one set to be inserted into the database
as the intended duplicates, and the other to serve
as the queries. The first set was printed on an HP
LaserJet 4MPlus laserprinter, the second on an HP
LaserJet 4MV. Within each set, one page was used
as-is and the others were subjected to one of five
different noise sources:

Faxed The page was faxed in standard mode from
a Xerox Telecopier 7020 fax machine to a Xe-
rox 7042.

3rd Generation The page was copied to the third
generation on a Xerox 5034 copier.

Light The page was copied on the same copier with
the contrast set to the lightest possible setting.

Dark The page was copied with the contrast set to
the darkest possible setting.

Annotated Five separate text lines on the page
were completely obscured using a thick blue
marker pen. Different lines were excised in the
query and database documents. Also, “This is
important!” was handwritten in the margin.

The pages were then scanned and OCR’ed. In addi-
tion, the original ASCII text for the query document
was left in the database. Hence, each of six queries
was run against a database of 1,000 documents con-
taining seven intended duplicates (six that had been
OCR’ed, plus the original).

Table 1 below shows the OCR accuracies. Note
that the rates range widely, dropping as low as
73.5%. While the two different versions from the
same noise source are usually fairly close, they are
by no means identical. As expected, a large vari-
ety of OCR errors were encountered. Beyond this,

other kinds of degradations arose as well. For exam-
ple, the standard headers prepended to faxes were
transcribed (albeit with numerous mistakes), and
the lines that had been crossed-out were completely
missing from the annotated pages.

Table 1: OCR accuracies for Experiment 1.

OCR Accuracy
Document Type | Database | Query
OCR 96.2% 96.0%
Faxed 77.7% | 83.9%
3rd Generation 95.9% | 96.1%
Light 86.1% | 77.8%
Dark 94.0% 95.3%
Annotated 75.6% | 73.5%

Since the query documents and their intended
matches have the same format, this is a full-format
duplicate detection problem and the dist2 algorithm
is most appropriate. The charts in Figures 7-12 plot,
for each query, the normalized edit distance for every
document in the database. Note that there is always
a clear distinction between true duplicates and ev-
erything else. This demonstrates that the technique
is robust when faced with the sorts of OCR errors
seen in practice.
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Figure 7: Full-format detection for OCR’ed query.

Studying the data further, it should come as no
surprise that the annotated documents yielded the
worst-case scenario. Recall that about 20% of the
text was completely obscured, a figure that places
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Figure 9: Full-format detection for 3rd generation
query.

severe constraints on the performance of any com-
parison measure. Still, the normalized edit distance
in most of the charts is not much greater than this
value. When the annotated documents were com-
pared to each other (Figure 12), the amount of text
missing between the two amounted to 40%. Even so,
and despite all the other OQCR errors that must have
occurred, it is possible to distinguish the duplicates
from non-duplicates.

It is also interesting to note that query and
database documents produced using the same noise
source are usually a slightly better match (the no-
table exception being the case of the annotated
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Figure 10: Full-format detection for light query.
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Figure 12: Full-format detection for annotated
query.

pages). Whether it is possible to exploit this is a
topic for future research.

5.2 Experiment 2

The purpose of this experiment was to determine
how the different duplicate models relate empirically.
The four algorithms described in Section 3 were run
using the same source document as in the previous
experiment. Duplicates were constructed from the
query by:

1. Changing the line breaks to create a document
that was a full-content duplicate but not a full-
format duplicate.

. Appending roughly equal amounts of unrelated
text to the beginning and end of the document
to create a partial-format duplicate approxi-
mately twice as long as the original.

. Combining these first two steps to create a
partial-content duplicate.

The pages were then printed, scanned, and
OCR’ed. The OCR accuracies appear in Table 2.
As before, the original source text was left in the
database to serve as a second full-format duplicate
of the query. Hence, there were between two and five
duplicates in the database, depending on the model.




Table 2: OCR accuracies for Experiment 2.

OCR Accuracy
Document Type | Database | Query
Full-format 96.0% | 95.9%
Full-content 96.1% n/a
Partial-format 94.9% n/a
Partial-content 96.0% n/a

The results for this experiment are shown in Fig-
ures 13-16. Since there is a fair amount of residual
similarity even in the non-matching cases, the nor-
malized edit distances are lower than for purely ran-
dom documents. Note that, as expected, algorithm
dist2 works best for full-format duplicates, and dist!
adds to this full-content duplicates (Figures 13 and
14). The partial-format algorithm sdist2 can detect
full- and partial-format duplicates, while sdist! cov-
ers all four duplicate classes (Figures 15 and 16).
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Figure 13: Duplicate detection using dist2.
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Figure 14: Duplicate detection using distl.

6 Related Work

For the most part, past work on the subject has con-
centrated on identifying which features to extract
(the first step mentioned in Section 1) and not so
much on the different ways they might be compared
(the second step). The latter is typically handled
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Figure 16: Duplicate detection using sdist!.

using one or another of the techniques from the lit-
erature.

Spitz, for example, employs character shape codes
as features and compares them using the standard
string matching algorithm (i.e., Equation 1) [19].
In the taxonomy presented in Section 2, this cor-
responds to the full-content problem. Doermann, et
al., also use shape codes, but extract n-grams for a
specific text line to index into a table of document
pointers [2]. Since this signature is computed from
a single line, it does not explicitly measure the sim-
ilarity of complete pages. The intention, though, is
that this is a method for addressing the full-format
problem. Hull, et al., describe three techniques:
one based on decomposing the page into a grid and
counting connected components within each cell, an-
other using word lengths as a hash key, and one
comparing image features (pass codes arising from
fax compression) under a Hausdorff distance mea-
sure [7]. More details on the last method appear
in [6]. The first and third of these fall in the full-
format category, while the second can be classified
as searching for full-content duplicates.

Also seemingly related is the general copy detec-
tion problem. There are significant differences, how-
ever, owing to the noise effects suffered by printed
pages and the OCR errors they induce. Methods
predicated on finding long strings of perfect similar-




ity may not work as reliably in practice when noisy
documents are included in the database. Some of
the better-known schemes in this category include
COPS [1] which is sentence-based, SCAM [18] which
is word-based, and various algorithms for search-
ing by computing checksums in predetermined “win-
dows” [14].

7 Conclusions and Future Research

This paper has examined a number of issues re-
lated to the detection of duplicates in document im-
age databases. Four distinct models for formalizing
the problem were presented, along with algorithms
for determining the optimal solution in each case.
Experimental results demonstrate that the models
match the real world, and the algorithms are robust
with respect to the kinds of OCR errors that are
likely to be encountered. Table 3 enumerates these
classes one last time. A solid dot highlights the al-
gorithm most suited to a particular problem, while
a hollow dot indicates that the algorithm will find
not only such duplicates but other types as well.

Since some of the problems seem to subsume oth-
ers, an obvious question is “Why bother with the less
general ones?” The answer lies in increased precision
for those situations where admitting a larger class
of duplicates is undesirable (e.g., when the targeted
duplicates are known to be photocopies). Special
cases also make it possible to develop more efficient
algorithms.

There are numerous ways this work could be ex-
tended. For example, there exists yet another model
for approximate string matching known as “word-
spotting” that applies when one of the strings must
be matched in its entirety and the other is allowed
the flexibility of choosing its most similar substring.
This might arise when a paragraph is copied out
of one document and used to query the database
for other pages that contain it. Again, there is a
dynamic programming algorithm along the lines of
Equations 2 and 4 that solves the problem. Al-
though the sdist algorithms can also catch such du-
plicates, they do so at a potentially lower precision.

Finally, there may be advantages to adding more
levels to the symbol/line hierarchy. This could in-
clude text blocks as a collection of lines, columns as a
collection of text blocks, and pages as a collection of
columns. These would add new dimensions to the
optimization problem, but the techniques already
discussed may be generalizable. The most serious is-
sue appears to be the requirement the system follow
a unidirectional editing process at each level. Allow-
ing arbitrary block motion overcomes this, however,
and is addressed in another paper [12].
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The 4 by 4 Duplicate Document Detection (D3) Formalism

Dr. Paul S. Prueitt
Senior Scientist, NetBase Corporation
and Director, BCN Group Inc.

Abstract

A simple formalism for duplicate detection is
presented. The formalism supports the recording of
human judgments, in the form of scoring, and the
combination of scores with other computational
evaluations to produce a class of potential duplicates
based on similarity of substructure and content.

1.0: Distinction between duplicate and
near-duplicate

A relationship between duplicates and near duplicates
reflects a principle at the core of similarity theory. As
one shifts from the question of exact matches to
similarity, we are forced to consider relationships
between the parts of an object and the parts of other
objects. The analysis becomes bi-level; substructure
to function or property of wholes. As such, the
analysis may be readily grounded in both the
neuropsychology expressed in [1] and the Mill's logic
expressed in [2].

This bi-level architecture leaves out the annotation of
context that is addressed in Tonfoni's paper in these
proceedings [3] and is explained in some detail in [4].

1.1: Exact match is the most simple judgment. This
judgment implicitly makes a judgment about what is
not an exact match.

exact | | different

There is only one dimension to simple judgments,
with a linear scale between exact and different. The
endpoints of this scale can be made to be
complementary so that something is different to the
degree that is not exactly the same and vice versa.
So, for simple judgments, if 1/3 is the measure of
exactness, then 2/3 should be the measure of
difference.

1.2: Complex computational judgments allows the
notion of similarity to come in between the notion of
exact match and difference.
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exact | (- similar -) | different

Measures of similarity must exist at a higher
dimension than a simple linear scale between exact
and different because there are different types of and

expressions about similarity.

Near duplication is a special type of similarity, where
some part of the “substructure” of the unit is the same
and the other part of the substructure is related
through some known means of intentional
modification. This technical distinction partitions the
class of similarity into near-exact and non-near-exact
similarity.

exact |--—(- near—exact and similar -)-—| different

Other types of similarity exist. In fact the
introduction of similarity analysis leads to the
question;. “In what ways are these two things
similar?”

exact | —(- classes of similarity -)—| different

Near-duplication is just one of these ways, but the
metric for near duplication has a transitive property
that is important to automated checking procedures.

2.0: Definition of duplicate and near-
duplicate

Duplicate:

We define two objects to be duplicates if
they are exactly the same object, except one
may be a copy, or both copies of some
perhaps unknown original, with mno
intentional alterations. Alterations made by
a copy machine or fax transmission are “un-
intentional” and thus not the cause of a near
duplicate.

Corollary: Two page images may have quite
different pixel structures and yet the pages
may be judged exact duplicates.




Near-duplicate:

We define two objects to be near - duplicates if they
satisfy one of two cases

In the first case, one of the pairs has been
produced from the other by some specific
intentional alteration such as the addition of a
signature.

In the second case, both elements have been
produced by an intentional alteration from a
common, perhaps unknown, parent.

The formalism for near duplicates includes an
essential dependency on information from the
substructure of a unit. For near duplicate
measurement the physical layout of the units being
compared must be in some type of correspondence.

Using this correspondence, part of each must be
duplicate and the other parts derivative from each
other or a common “parent”.

3.0: Four metrics:
{ exact, near-exact, non-near exact, different }

We have proposed four metrics or similarity measures
about exact duplication, near-duplication, non-
duplicate similarity, and difference.

The judgments are given as a ordered 4-tupil,
(a1,22,23,24)
where
a, is a percentage of the surface area which is an

exact match,

a, is a percentage of the surface area at is near-
duplicate,

a3 is a percentage of the surface area that has non
near-duplicate similarity,

a, is a percentage of the surface area that is
judged to be different.

Because of the partition between not near duplicate
similarity and near duplicate, the sum of these four
numbers will be 1.
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4.0: Four levels:
{ page segment, page, document, collection }

If we restrict our attention to the layout structure of
documents, and pages; then we have a representation
of units that depends only on physical characteristics
of the unit. These representations can be found at
each of four levels of organization { page segment,
page, document, collection }. This is called a 4 by 4
notation, since there are four levels of organization
and four types of judgments.

There are four types of judgments at each level
Within each level, a base unit is selected and related
to any other unit of the same level. Cross level
relationships are treated in a formal fashion.

The pairwise comparison in the context of large
document collections is a critical issue that is
addressed by effectively partitioning the search space
using coding theory, in reverse, and smart hashing
methods. The voting procedure [5], combined with
lights out data mining techniques, can compute the
necessary comparisons when some kernel of human
judgments have been made to provide exemplars and
training for adaptive technologies.

4.1: We can “push down” or “pull up”, across
levels, viewing the unit or the physical partition of the
unit in ways that separates the parts or aggregates a
measure of similarity into higher organizational units.
For example, a document can be pushed down to the
page level. A set of documents can be pulled up to
the collection level.

4.2: In the case of semantic substructure, which is
not addressed in the 4 by 4 D3 formalism, we have a
number of very difficult issues, perhaps the first being
about what we mean by “substructure”. Surely, the
answer is we mean “thematic substructure”, but
software does not exist that reliably computes
thematic substructure. Given thematic substructure
we have generalized the 4 by 4 D3 formalism to
stratified similarity analysis in such a way that D3 is a
special case.

5.0: Ways to partition and score D3
analytic processes

5.1: Partition: The contents of image/text collections
C can reasonably viewed at four levels:




-collections {C;}, documents{d;}, pages {p;}, and
page segments {s;}.

At each level we may produce a disjunctive partition
so that

C = vi{C} and G C;= {} for all pairs
C = u{d} and d;n d;= {} for all pairs
C = uip} and pj pi= {} for all pairs
C = ulis} and s;~ s;= {} for all pairs

This means that the entire contents of C can be
thought of, and viewed from the point of view of
database management, as 1) a set of collections, 2) a
set of documents, 3) a set of pages, or 4) a set of page
segments.

5.1: Scoring: Scoring can be interpreted as a
judgment about the probability that a unit is correctly
placed, as a retrieval element, into a category.

A specific “scoring algorithm” produces a
parameterized decision (as standard scoring output)
regarding whether or not each element in the full
collection should be placed into a “similarity pool”.

Scoring algorithms will always depend for input on
the output of representational algorithms, or some
transformation of the standard output type
representational sets.

Reliability measures are one means to estimate the
validity of a score.

6.0: Notation for combining scores

Let {a;{i=1,...., m} be mscoring algorithms that
have standard inputs the same as the standard output
of one or more of the representational algorithms.

If we let s, a representational set, be a standard input,
then

a; (s) =k where k is a score

Now suppose we have a system of rules to normalize
scores to have values in the interval [0,1]. We need a
system of rules since only rules of thumb have been
discovered so far for the leading algorithms. The
system of rules, S, maps a score to a judgment value.
The mapping S has parameters for the
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representational method, M, the representational set
and scoring algorithm, and for any additional
transformations, T, that may occur using standard
algorithms.

Sk, M, 3;(s), T) = xi
where x 1s between 0 and 1.
A well known algorithm uses additivity.
d=%Z w x;

However, this algorithm is not always bounded
between 0 and 1, even when the x; s are, and must be
re-normalized in order to establish some type of
standard interpretation of the results. This has turned
out to be non-trivial. If we combine only two scores,
a; and a;, then the combination k(a; ) + (1-k) a; is
bounded between 0 and 1, if k is between 0 and 1. If
k is % then this is the average. Natural extensions of
this combination depends strongly on the order of
combination and is thus not unique.

In general, a literature review shows that various
types of weighted averages can be used. However,
the more interesting methods are those that use game
theory, the language of smart agents, or distributed
collaborative / cooperative decision making.

An ideal combined score algorithm would allow a
flexible adjustment of the weights { w; }. One way to
do this is through smart “query expansion”, where
normalization is made dependant on adaptive linkage
to thesaurus and situational context. The adaptive
linkage is by nature bi-level since the relationships of
interest are such things as the co-occurrence of
substructural invariance, as in n-gram analysis.

7.0: Cross level computation of
measurement and judgments

A cross level judgment or measurement occurs when
the data from one physical level, { segments, pages,
documents, collections }; is propagated upward to
produce a judgment or measurement at a higher
physical level.

Example:

Suppose that a one page memo is contained
in a larger document, d,. The one page
memo is a document (as well as a page).




Do we say that the document d, is a
duplicate of the memo? The answer is
clearly no. We want to say that the page is
contained in d, and is a duplicate of the
entire memo, and somehow convey
information at the document level to say
that the memo and d, have a degree of
duplication. The same set of issues apply
to judgments about near-duplicate, similar,
and different units.

Some standard metadata such as ascension
numbers, dates or titles sometimes exist for
the whole document, and is useful as an
informational filter. Those documents that
pass through the filter can be compared to
representational aggregates or storied
queries.

Storage of judgments made: Human judgments
about similarity can be stored so that cross level
judgments can be computed with the 4 by 4 D3
formalism. For example, a document to document
comparison can be computed (without human
intervention) if all pairs of pages have a similarity
measure.  Likewise the similarity relationships
between collections can be studied if document to
document judgments have been stored.

Computed judgments: Each document will have a
collection of words with a frequency of occurrence,
for each token, across the entire document. This
signature may be incomplete due to poor OCR, but
will be useful for statistical retrieval methods, even
with partial OCR, based on well understood methods.
Moreover, it is a document level signature. However,
within the document there may be several page
segments that have good OCR and that maybe used to
develop an OCR and/or full text (word and stemmed
word frequency) representations for the complete
document.

Reliability: Scoring algorithms can be combined,
composed with variations on representational
methods, and similarity metrics and scoring can
become adaptive to either user input or algorithmic
processes.

8.0: Moving from one level to the next
level

Suppose that we have pairwise similarity judgments
between all of the pages of a base document d,, and

116

all pages of a second document d;. Suppose further
that each page pair has a Boolean similarity measure
so that one and only one of the elements in the set
{a;} is 1 and the others are 0. How are we to compute
the similarity of the base document to the second
document? The initial answer is that we may average
the page to document measure. This average is given
by
m(d; ,d;) = (1/(st)) Z; Z; m(p;.py),

where m(p; ,p;) is the Boolean 4-tupil described
above, and s and t are the number of pages in the two
documents.

However, we must modify this average to account for
an expectation that any one page will not match a
random page in the second document. A partial
average is taken by looking for “first” instances of
match, near duplicate, or similarity. Let’s consider an

example.

Example: Suppose that d, has four pages {pi; pi2

P13 PraP1s} and d, has six pages {pa; P22 P23 P+
P25 P26} and then suppose that

m(p11 p21) =(0100)
m(p;2 p3) =(1000)
m(p13 p2+) =(1 00 0)
m(p14 p2s) =(1000)
m(pis p2s) =(000 1)
m(p;; Pa) =(0 00 1) for all others

in this case the full average is: (3/30, 1/30, 0,

26/30).

A more realistic measure would be to take each page
in the base document and check to see if ay = 1 for k
=1, 2 or 3 of any page of the second document. In
this case the partial average is (3/5, 1/5, 0, 1/5).

9.0: Pooling Techniques, an extended look

Polling of potential duplicate documents is the
primary retrieval operation for duplication document
detection. The pool is dependent on one document,
called the base document, which is a document that is
being examined for duplicates.




Prior judgments by humans can aid
similarity  based  pooling of
potential duplicates.

Thus it is natural to filter or somehow sort all
documents into sub collections. The elements of these
collections can be ranked and queued in efficient
workflow for human judgment (and efficient storage
of judgments) regarding duplicate, near duplicate and
similar judgments.

9.1: The pooling algorithms

A number of scoring algorithms are available, each
designed to give an answer to a membership question
having the following general form:

Given base document d,, find all documents
that have a reasonable potential for being a
near duplicate, or duplicate document of the
document d, .

Since the analysis may be made at the page level, a
membership question might also be:

Given a page p, find all pages that have a
reasonable potential for being a near
duplicate, or duplicate page of the page p;, .

Whether or not the membership judgment is made by
an algorithm or by 2 human is important but may on
occasion be ignored. This will allow the two types of
“judgments” to be fused.

9.2: The similarity measures may have several
different forms. The form can be Boolean. The form
can be a value in an number interval such as [0,1].
This form of answer is most generally called “interval
logic” with possibility membership, belief functions,
fuzzy logic and probabilistic logic all being of this
type.

A rough set that describes a stratified and overlapping
membership or perhaps a knowledge structure that
has been composed to layout the nature of the
situation.

The most pragmatic next step, in software
development, is to establish the minimal complexity
regarded to treat the issue of observational scale with
both Boolean and interval logic.

10.0: Representational Algorithms

Initially I considered six types of representational
algorithms. These use:
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¢ Keywords and Manual or Pre-Existing
Metadata,

e Layout and Shape Code,
e N-Gram,

s Wavelet,

e  Oracle Full Text, and

e  Oracle ConText Option.

for representations of a page/image unit.

By standardizing the metadata, we may treat each of
the representational algorithms as a black box that is
sent an image, text unit or image/page pair as input.
In each case, a single representational set is generated
as output.

This representational set will have a single number
that measures the likelihood that the representational
set was optimally generated if compared to a specific
template for judging ground truth.

The definition of ground truth templates is relative to
each of the representational algorithms.

Each representational algorithm has

e a standard input (generally an image or a text
unit, or both)

e a standard output (generally a set of
representational elements)

e aset of internally adjustable parameters

e a set of automatically generated “reliability”
measures

Consistent with the D3 formalism, representation can
be made at any of four levels. However the
representation at a particular level might have to be
derived from a number of steps.

The composition of these steps will produce a
representational set of a certain type and a single
value for the reliability measure of the completed
composition.
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Abstract

Duplicate documents are frequently found in large
databases of digital documents, such as those found in
digital libraries or in the government declassification
effort. Efficient duplicate document detection is
important both for querying for similar documents, but
also to filter out redundant information in large
document databases. We have designed an algorithm to
identify duplicate documents based on features
extracted from the documents’ digital images. We have
also developed a cluster-based indexing scheme to
allow efficient duplicate detection in large document
databases. We present the results of evaluating our
algorithms on several real and synthetic document
image databases.

These algorithms are integrated with MathSoft’s
DocBrowse system for information retrieval from
document image. DocBrowse supports duplicate
document detection by allowing (1) automatic filtering
to hide duplicate documents, and (2) ad hoc querying
for similar or duplicate documents.

1 Introduction

Efficient detection of duplicate documents is an
important problem in the context of large document
image collections and has many different applications
in digital libraries or the government declassification
effort. There are many definitions of a duplicate
document, and the appropriate definition depends on
the context. We define three classes of duplicate
documents:

Exact duplicates arec defined as documents that have
precisely the same information content and geometric
layout [1] structure. The document image data,
however, may differ due to degradations introduced by
photocopiers, fax machines, or scanners. By identifying
and removing exact duplicates, it is possible to filter out
redundant information in databases. Duplicate
documents may occur quite frequently in document
databases, arising either from different sources, or
being erroneously inserted into the database more than
once.

Near duplicates are defined as documents which
have almost the same information content and layout
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structure, but differ in isolated portions of the
document. Near duplicates include, for example, the
same document with and without margin notes or the
same letter addressed to two different recipients. By
identifying near-duplicate documents, the user may be
able to quickly navigate through the database and useful
additional information may be gathered about a given
document. For example, if documents are found in the
database which are exactly like the given document,
except that they have additional annotations or margin
notes, such as “top-secret”, the same annotations may
be applicable to the given document as well.

Automated Filtering

Ad Hoc Queries

Types of Duplicate
Documents

Figure 1: The three types of duplicate documents

Similar documents are loosely defined as all those
documents that have similar linguistic content or just
posses a similar geometric structure. By identifying
documents similar to a given document, userscan
efficiently browse and navigate through the large

document collections. Using a similar document

detection method, all documents in the database can be
clustered, where similar documents fall into one cluster;
therefore, users of the database can look for related
information within the given cluster.

Figure 1 illustrates the three types of duplicate
documents. The three types define subsets of increasing
size. Even though the three types of duplicate
documents above can be identified using similar
algorithms, they differ in the magnitudes of the
allowable errors. Given a target (query) document x,
and a document x, two types of errors may be defined:

Type I Error: p(x !=x,1 x = x,)

Type II Error: p(x = x, |1 x 1= x,). 1)
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The Type I error (false reject) is the probability of
classifying the document x as different from x,, when in
reality the two documents are duplicates. The Type II
error (false accept) is the probability of classifying the
documents as duplicates, when in reality they are
different.

Type I and Type II errors are related to the concepts
of precision and recall, which are used in the context of
information retrieval. Low Type I error corresponds to
high recall and low Type II error corresponds to high
precision. For the automatic identification of exact
duplicate documents, the Type II error rate needs to
very low (high precision) because documents should
not be erroneously marked as exact duplicates and
eventually removed from the database. For similar
document querying, the Type I error needs to be very
low (high recall) because the user query should not
miss documents which are really near duplicates.

The remainder of our paper is organized as follows:
Section 2 describes the algorithms that we have
developed for duplicate document identification.
Section 3 describes the precision and recall results of
our algorithms. Finally, we will briefly describe the
DocBrowse system and how it supports duplicate
document detection.

2 Duplicate Detection Algorithms

The key steps in any algorithm for duplicate document
detection are: feature extraction and feature matching.
The features extracted from a given document should
provide a global representation of the document and
should be relatively invariant to distortions that may

arise in the documents. The features should also

provide a good compromise between computational

complexity and discriminatory power. For example, a
feature such as the “size of the document” provides a
global representation of the document, is relatively
invariant to distortions, and is quick and easy to

compute but it may not be able to discriminate between
two non-similar documents. One the other hand, if the
entire document bitmap is used as a feature vector, it
has good discriminatory power, but the matching may
not be computationally efficient. For databases
containing large numbers of document images, feature
vector size is also a consideration.

This paper describes several improvements to the
image-based duplicate detection algorithm described in
[2]. The improvements include improved exact
duplicate detection accuracy, support for near duplicate
detection (e.g., redacted or annotated versions of a
document are detected as duplicates), and cluster-based
indexing to support efficient duplicate detection for
very large document image databases.

2.1 Exact Duplicate Detection

For exact duplicate detection, our feature vector

consists of the coarse scale coefficients of the discrete
wavelet transform (DWT) of the image’s horizontal and
vertical pixel projection profiles. The two sets of DWT
coefficients are concatenated to form a single feature
vector. The projection profiles use the raster pixel count
divided by the image’s total pixel count in order to
compensate for the thickening and thinning caused by
photocopying, faxing, etc. Figure 2 shows an example
page image, its projection profiles, and the resulting
feature vector. The DWT is computed to six levels
using the S8 wavelet and periodic boundary condition.
The projection profiles can be computed quickly and
provide discriminatory power by summarizing the
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Figure 3: Low frequency portions of the periodogram and MEM power spectrum estimates for the horizontal
and vertical white-to-black transition projection profiles (top row) for the example image in Figure 2. The
difference between the two estimates (bottom row) is used as the clustering feature vector.

geometric layout of the document’s contents. The
wavelet transform provides a degree of robustness to
the fine-scale variations that occur between duplicate
document images. The wavelet transform also provides
a substantial reduction in feature vector size. For a
typical 300 dpi 8.5°x11” binary image (approximately
one megabyte), our feature vector is about 760 bytes.
As with many projection profile-based algorithms, our
features are sensitive to page skew. We assume that
document images have been deskewed prior to feature
vector computation. In the DocBrowse system,
deskewing is performed by the Optical Character
Recognition (OCR) engine prior to duplicate detection.
Additional preprocessing such as margin streak,
punched hole, and speckle removal would be beneficial
to exact duplicate detection accuracy. The near
duplicate and clustering features described below are
more tolerant of such degradations.

Feature matching is accomplished by summing the
mean absolute differences (MAD) of the horizontal and
vertical DWT coarse scale coefficients. Smaller sums
indicate closer matches, zero indicating the images
being matched are identical. The sum may be used to
rank documents in similarity order, or it may be
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thresholded to classify document pairs as exact
duplicates. Duplicate images may be subject to
cropping and translational variations. To compensate
for the latter, the MAD is computed for several integral
shifts of the feature vectors being matched and the
minimum value is used. Due to the shifting and possible
cropping differences, only the overlapping portions of
the feature vectors are used to compute the MAD.

2.2 Near Duplicate Detection

We could potentially use the exact duplicate detection
algorithm described above to detect near duplicates as
well by simply increasing the similarity threshold at
which images are considered to match. However, the
addition of margin notes or other localized content to a
near duplicate image distorts the entire projection
profile since it is divided by the image’s total pixel
count. This results in poor accuracy for near duplicate
detection.

To overcome this problem, the near duplicate feature
vectors are computed from white-to-black transition
projection profiles rather than pixel count projection
profiles. The transition counts are robust to thickening




and thinning, and also allow the effects of localized
content additions to remain localized in the projection
profile since no global division takes place. The
transition projections also provide the benefit of
allowing resolution independence. We perform linear
spline interpolation to 300 dpi on the transition profiles
so that images scanned at different resolutions may be
compared. The DWT and matching are performed as in
the exact duplicate detection algorithm.

While the transition profiles are tolerant of localized
content additions and subtractions, they lack the
discriminatory power of the pixel count projections for
exact duplicate detection. This results in the unfortunate
sitnation of requiring two feature vectors to support
accurate near and exact duplicate detection.

2.3 Similar Document Clustering

In order to find all of the duplicates in a document
database (e.g. to remove the redundant copies), each
document in turn must be used as the target of a
duplicate query. If each query must perform a match
against every document in the database, the time
required to find the duplicates grows quadratically with
the size of the database. For large databases, this time
may be unacceptably large.

To solve this problem, we have developed a cluster-
based indexing algorithm. By finding groups of similar
documents within the database efficiently, duplicate
searches may be restricted to the group of which the
query document is a member since duplicates are
expected to fall into the same group. The group size is
much smaller than the full database, so duplicate
searches are fast. The approach we take to forming
groups of similar documents is to apply a statistical
clustering algorithm to the set of feature vectors of the
images in the database. The clustering algorithm is
described in section 2.3.2. Unfortunately, the need for
registration and different feature vector lengths for the
near and exact duplicate feature vectors makes them
unsuitable for use with statistical clustering algorithms.
This led to the development of yet another feature
vector, which is described in section 2.3.1. This feature
vector seems to have better accuracy for exact duplicate
detection than our exact duplicate features, and
accuracy comparable to our near duplicate features for
near duplicate detection. Thus we are hopeful that in the
future, this feature vector will prove suitable for all
three purposes.

2.3.1 Power Spectrum Feature Vector

The feature vector used for clustering similar
documents is also based on the horizontal and vertical
transition projection profiles of the document image.
Rather than performing a wavelet transform, we
compute periodogram power spectrum estimates of the
profiles. We concatenate the 50 lowest frequency
coefficients of the horizontal and vertical periodograms
to form a 100 element vector. The spectra tend to have
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large peaks corresponding to the character and line
pitch and their harmonics, so that the vectors for
dissimilar documents often appear similar. To remedy
this, we subtract a maximum entropy method (MEM)
estimation of the projection profiles’ power spectra and
use the result as the feature vector for clustering similar
documents. The MEM power spectrum is computed
with 50 poles using Burg’s method [3]. Figure 3

illustrates the feature vector computation. Since

frequency spectra are linear shift invariant and all

vectors consist of 100 elements, no registration is

required in the matching step. We simply use the MAD
of the feature vectors to measure the similarity of a pair
of documents.

2.3.2 Clustering Algorithm

We group the power spectrum feature vectors of the
document database into clusters using the Generalized
Vector Quantization (GVQ) algorithm [4]. GVQ
divides the set of vectors into a specified number of
clusters. It performs a randomized search, attempting to
minimize the sum of the distances of each member of
the cluster to the cluster center. Unlike other
randomized vector quantization algorithms [5][6][7],
GVQ has been proven to converge to the globally
optimal clustering. Although somewhat slower than
some deterministic vector quantization algorithms, we
found that GVQ produced significantly better clustering
results for our task.

We use the number of documents in the database
divided by 1000 as the number of clusters, resulting in
an average of 1000 documents per cluster. This number
was chosen based on the speed of our feature matching
function, so that duplicate searches restricted to
documents within the same cluster would be reasonably
fast. Such restricted searches are implemented by
assigning a unique number to each cluster. For each
document in the database, the number of the cluster of
which it is a member is stored. An inverted cluster
number index allows efficient retrieval of the
documents in the same cluster as a duplicate query
target. Feature vector matching is then performed on
this subset of the database. We expect our current
implementation of this method to scale to databases on
the order of 10° documents.

3 Duplicate Detection Accuracy

We evaluated the effectiveness of the duplicate
detection algorithms on several test databases. The
MathSoft database was constructed from 55 unique
documents. The database contains two exact duplicate
pages for a total of 57 pages. The database mostly
consisted of business documents (letters, travel
itineraries, brochures, etc.) in English. Each page
underwent eight degradations to populate the database
with four sets of exact duplicates and four sets of near
duplicates, for a total of 456 pages. The exact
duplicates were generated by photocopying and faxing,
photocopying twice and faxing, and photocopying and




Pracision (%)

faxing twice. The photocopied and faxed documents
padded by 0.5 inches on each side and translated 0.25
inches down and right comprise the final set of exact
duplicates. In order to evaluate the algorithms’ ability
to handle redactions, we created a set of near duplicates
by redacting about 4 lines from each page. To test the
algorithms’ ability to handle margin notes, we created
three sets of near duplicates where each page was
stamped over an area approximately 2” x 3” with the
words “MathSoft Confidential,” and each page was
stamped once with “DRAFT” and ‘“MathSoft
Confidential.”

We also evaluated the algorithms on a database
consisting of two duplicates of 311 pages of English
language technical journal articles from the University
of Washington Intelligent Systems Lab’s UW-II
English/Japanese =~ Document  Image  Database
(UWEIDID) [8]. This database contains one first
generation scan and one scanned photocopy of each
page. These pages are challenging for duplicate
detection because the two instances of a page may have
different amounts of material from the facing page, or
one instance might contain severe margin streaks.

We evaluated the duplicate detection algorithms by
using each document, in turn, as the target ofa
duplicate query. We computed the distances against all
other documents in the database. The results are
presented as precision-recall curves. The precision, P,
of an information retrieval system for some cutoff-point
n is defined as the fraction of the top n documents that
are relevant to the query:

P=n/n )
where n_is the number of retrieved documents that are
relevant and »n is the total number of retrieved
documents. In contrast, the recall, R, of a system is
defined as the proportion of the total number of relevant
documents that were retrieved in the top n documents:

R =n/N, 3)
where N, is the total number of relevant documents in
the database.

Near Dupiicate Precision-Recall Curve
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In a precision recall curve, the average precision
values are displayed for different values of recall. The
ideal precision-recall curve is a horizontal straight line
where the precision is 100% for all values of recall, i.e.,
all the retrieved documents are always relevant. For the
case of near duplicate document detection, relevant
documents are the ones that are near duplicates of the
query target. For exact duplicate detection, relevant
documents are the ones that are exact duplicates. Figure
4 gives the precision-recall curve for the near duplicate
detection algorithm. Figure 5 gives the precision-recall
curve for the exact duplicate detection algorithm. The
poor accuracy of the exact duplicate detection
algorithm for the UWEIDID database is expected
because of the large differences between many of its
duplicate pages.

We also summarize the precision-recall curve by a
measure known as the 11-point average precision in

Exact Duplicate Precision-Recall Curv

100 | i I
90 ‘l [
g
§ 0 I
£
" ol
MathSoft Corp i
4 2 I UWECID Cnrwu.
o L
— T T T )
0 20 40 80 100
Recall {%)

Figure 5: Precision-recall curve for the exact
duplicate detection algorithm.

Table 1. The 11-point precision is defined as the
average precision at 11 different values of recall, i.c.,
0%, 10%, 20%, 30%, ..., 100%.

Table 1: Near and exact duplicate detection 11-point
average precision

Database Near Exact
MathSoft 98.6% | 95.3%
UWEJDID 97.2% | 80.5%

Table 2: Power Spectrum feature vector near and
exact duplicate detection 11-point average precision

Database Near Exact
MathSoft 98.5% | 96.7%
UWEIDID 97.0% | 97.0%
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We also evaluated the power spectrum feature
vector’s accuracy on the two databases. Figures 6 and 7




give the power spectrum feature vector’s precision-
recall curves for near and exact duplicate detection,
respectively. Table 2 gives the 11-point average
precisions for the clustering feature vector.

Power Spectrum Features Near Duplicate Precision-Recall Curve
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Figure 6: Power spectrum feature vector’s
precision-recall curve for near duplicate detection.
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Figure 7: Power spectrum feature vector’s
precision-recall curve for exact duplicate detection

In order to evaluate the cluster-based indexing
method, we created a database containing 12 duplicates
of each of 782 unique pages for a total of 9384 pages.
The pages consisted of the 55 documents from the
MathSoft database; 311 English technical article pages,
214 Japanese technical article pages, and 61 English
memo pages from UWEIDID; and 141 pages of
declassified U.S. Department of Energy documents.
The pages were synthetically thickened, thinned,
margin streaked, and annotated with margin notes to
create six near duplicates and six exact duplicates of
each page. Figure 8 gives the precision-recall curves for
the near duplicate detection algorithm and the power
spectrum feature vector for near duplicate detection on
this database. Since the power spectrum feature vector
achieves higher precision than the near duplicate
detection features on this database (94.9% vs 93.4% 11-
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point average precision), we are hopeful that the power
spectrum features will prove suitable for all three
duplicate detection tasks, thus eliminating the need to
maintain three separate algorithms.

Power Spectrum and Near Duplicate Features Precision-Recall Curv

L
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Power mectrum features
....... Near duplicats featuras
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Figure 8: Near duplicate detection precision-recall
curves for the power spectrum features and near
duplicate detection features on the 9384 page
database.

Target Cluster Search Accuracy

Recall (%)

Figure 9: The solid line is the precision-recall
curve for near duplicate searches restricted to the
target document’s cluster, The dashed line
indicates the fraction of queries for which each
level of recall was achieved.

To evaluate the effectiveness of our cluster-based
indexing method, we used GVQ to divide the database
into nine clusters. We then use each document in the
database, in turn, as the target of a near duplicate query,
restricting the search to documents in the same cluster
as the query target. Because of the statistical nature of
clustering, it is possible that duplicate instances of a




document are assigned to different clusters. When this
happens, it is impossible to achieve 100% recall if the
search does not cover all of the clusters. To alleviate
this problem, we also present results for searches of the
target document’s cluster and the next closest cluster as
measured by the distance between the target
document’s feature vector and the cluster centers.
Figure 9 gives the precision-recall curve for the power
spectrum feature vector for searches restricted to the
target document’s cluster.  Figure 10 gives the
precision-recall curve for searches of the two closest
clusters. A precision of zero is used for levels of recall
that could not be reached for a query. Figures 9 and 10
also plot the percentage of queries for which each level
of recall was attained. Table 3 presents the 11-point
average precisions and average recalls for searches of
the full database and searches restricted to one and two
clusters.

Table 3: Cluster-based indexing precision and recall

Search Domain | 11-point average | Average recall
precision
Full database 94.9% 96.8%
Query target’s 77.7% 76.5%
cluster
Target and 89.0% 88.2%
closest cluster

2 Cluster Search Accuracy

40 60 100
Recall (%)

Figure 10: The solid line is the precision-recall
curve for near duplicate searches restricted to the
target document’s two closest clusters. The dashed
line indicates the fraction of queries for which each
level of recall was achieved.

Including the additional cluster in the search
markedly improves the precision and recall. This
indicates that the clustering algorithm is frequently
splitting duplicate documents into different clusters.
Since the two cluster search performs poorly compared
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to the full database search, precision and recall could be
improved by including more clusters in the search at the
cost of longer search times. We are investigating other
methods [9][10] to efficiently handle large databases
without sacrificing the accuracy potential of our feature
vectors.

4 Duplicate Detection in DocBrowse

We have implemented the duplicate detection and
cluster-based indexing algorithms both as a platform
independent statically linked library and as a Win32

Dynamically Linked Library (DLL). The algorithms are
accessed through a C interface, which provides

functions for computing the various feature vectors
from TIFF images, feature vector matching, feature
vector clustering, and cluster-based indexing of the

feature vectors. The library is used in MathSoft’s
DocBrowse system as well as in stand-alone duplicate
detection applications.

The DocBrowse system for information retrieval
from document images is currently under development
at MathSoft. The DocBrowse system is designed to
archive, retrieve, and browse large collections of
digitized paper documents. This system has many
potential  applications including digital library
initiatives and government declassification efforts.
While DocBrowse can be used purely as a high-end
text-based information retrieval engine, the most unique
feature of DocBrowse is its support for image content-
based queries and mixed-mode queries integrating text
and image content. The kinds of image-content queries
supported by DocBrowse are queries on logos or other
graphical zones contained on the document, queries on
hand-written signatures, queries on images of words
(word-image spotting), and queries on images of the
entire document (similar or duplicate document
detection). The motivation behind such mixed-mode
queries is that: (1) optical character recognition (OCR)
on digital documents usually perform poorly on highly
degraded documents, such as legacy documents, and (2)
documents may contain many non-text zones, such as
logos and hand-written text, which the users may wish
to search upon.

DocBrowse consists of three main components: (1) A
browser and graphical user interface (GUI) for visual
querying and sifting through a large digital document
image database; users submit queries from the GUI
without having to directly manipulate SQL code. Tools
are provided for visually browsing the results of a
query. The GUI also provides support for iterative
query refinement and expansion. (2) database
management system (DBMS) for storing, accessing,
and processing the data, and (3)“ DocLoad,” an
application which processes the raw document images
through specialized document analysis software (OCR,
page segmentation, and information retrieval), inserts
this information into the database, and creates the
database indices to permit efficient searching. More
information about DocBrowse, including technical
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Figure 11: The DocBrowse system in action showing the Query Manager window, the Thumbnail Vie
window and the Page View window. The query consists of two keyword terms, a logo image term (“DOE
Logo”), and a similar document term (“DOE Letter’’) combined using Boolean operators. Duplicate
document filtering is turned on; thus, the Thumbnail View and the Page View windows show the top
document in a stack of documents hidden below the displayed document. The number on the top-left of
each document shows the number of duplicates for each document.

papers, is available at the following web site:
www.statsci.com/docbrowse

DocBrowse supports the query and retrieval of
duplicate documents by providing two unique user
interface features: (1) automatic filtering to hide exact
or near duplicates and, (2) support for ad hoc queries
for finding duplicates or similar documents for a
selected document. The user has control over specifying
a similarity value threshold to be used as the cut-off. In
both these features, the user has the option to use a text-
based method or the image-based matching methods
described in this paper. Techniques for combining the
text- and image-based duplicate detection methods are
an area of ongoing research within MathSoft.

With automatic filtering, duplicate or near duplicate
documents are retrieved and placed in a single stack,
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hidden behind one original document. The user can
then choose to browse the whole stack, or just view the
top document from the stack. The automatic filtering is
optional and users can turn it off, if they so desire.

For ad hoc similar document queries, users can
submit a document as an example query and ask the
system to find documents similar to the example. This
similar document query can be integrated with all the
other queries supported by the DocBrowse system.
Thus, a single query may consist of a similar document
term, a logo search term, a keyword term, and a word
image spotting term.

Figure 11 shows a screen shot of the DocBrowse
system where both the duplicate document detection
features are illustrated. The query manager window in
the figure shows a query containing a similar document




term (the “DOE Letter” term) combined with other
query terms. The thumbnail view and page view
windows show the filtering of duplicate documents
where duplicate documents are stacked behind the
original document and a number on the top-left of the
document indicates the number of duplicates in the
stack.

5. Conclusion

In conclusion, we have found that it is possible to

efficiently and accurately identify exact duplicate

documents, as well as near duplicate and similar
documents, from a large database of document images.
We have integrated the duplicate document detection
algorithms into a complete document imaging system
(DocBrowse) and found the two modes of operation,
implicit filtering and stacking of duplicates and support
for similarity document query, to be very useful and
intuitive. Cluster-based indexing is used to support
efficient duplicate detection for large databases.
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What is character shape coding?

A computationally inexpensive, robust,
information-preserving core technology for
the representation of text images
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Character shape coding From image to CSC

x-height Top 4
_\.‘ % 3 ¥ Character Confidence in the international
Basellned—/ Bottom 4 fore last week’s action.

AxxAAxxxx ix AAx ixAxxxxAixxxA
XXXXAXXg XgXAXxXx xXxx XAxAg xxxxgA Ax-
Vo = Ascenders, descenders, connected components Axxx AxxA XxxA'x xxAixx.

V, = Eastward concavity

V2 = Southward concavity AxxAAexee ix AAe ixAexxxAixxxA

xxxeAxXxg xgxAex xxx xAxAg exxxgA Ae-

V3 = Vertical stems Axxe AxxA xeeA’x xeAixx.
V4 = Vg + Eastward concavity + crossbar
. AxnAAenee in AAe inAexnxAixnxA
Vs = V5 + Eastward concavity + crossbar Character xxneAxxg xgxAex xxx xAxAg enxxgA Ac-
shape codes Axxe AxxA xeeA'x xeAixn.
Characters ViV, V.V, ViV, AxxAdxxxx ix Abx ixAxxxxAixxxA
AMOTSUVXWZ| X | X I XX |X|X xxxxAxxg xgxAxx xxx xbxbg xxxxgb bx-
n n Axxx AxxA xxxb’x xxAixx.
c e c
© e AxxAAexce ix AAe ixAexxxAixxxA
ACGIOQSTUVWXYZIlt A A|lA|A A A AxA A A
VN N N :xxe ;ngxgx ;),( xxxAx. XAg exxxg e-
| | xxe AxxA xeeA’'x xcAixx.
bhEL b| (5]
BDEKR E E )
PE Bl B AxxAdexce ix Abe ixAexxxAixxxA
P 3] T xxxeAxxg xgxAex xxx xbxbg exxxgb be-
] 3 Axxe AxxA xeeb’'x xcAixx.
i
gpqy g
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Why shape code? Applications

* Character shape coding is very tolerant of low resolution
and poor image quality

New Century Schoolbook Roman

Language

Multilingual
identification

Word recognition

Duplicate detection

Postal addresses

Character
Shape
Coding

Word spotting

Reconstruction

Information retrieval

Document content
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¢ The computational burden is low
* |t provides a representation sufficient to support text-
based applications
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Language identification Increasing the number of languages

Language Accuracy
(%)
¢ WST based Afrikaans 97
Comparison of high frequency word shapes with training Croatian 100
- data Czech/Slovak 44
English French German Danish 96
Token Rank | Occ | Word(s) { Rank | Occ | Word(s) | Rank | Occ | Word(s) Dutch 100
AAx 1| 81 | the; The ’ . English 95
ix 2 | 41| is,in 4 |30 im,in Finnish 75
Ax 3138 1| 144 | 1a;le; du | , French 92
XA 4 35 of Gaelic 86
w XxA 5§ |29] and 3 |33 auf German 97
- Axx 2 | 77 | les,des | 1 | 8:6 | der, das Hungarian 94
XX 3 37 en Icelandic 96
Aix : Ll 2 53 | die,Die Italian 95
v Norwegian 95
* p-gram based Bolieh 100
compf—zrisor'm of. thg distribu.tion of bigrarp§ and trigrams Portuguese 100
against distributions derived from training data E—— "
) Spanish 97
Swabhili 97
Swedish 98
Turkish 93
Vietnamese 100
Weish 97
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Duplicate document content detection Levenshtein Distance

abcdefghijklmn

¢ Tolerance for differences in font, layout deletion insertion | gubstitution
Four score and seven years ago, our Four score and seven years ago, our fa- abcefghnijhlm
fathers brought forth upon this continent  thers brought forth upon this continent a
a new nation: conceived in liberty, and new nation: conceived in liberty, and ded-
dedicated to the proposition that all men jcated to the proposition that all men are *Cg=Ci=C4=1
are created equal. created equal.

e D= NdCd + NiCi + NSCS

° . . e .
Comparison of document handles Normalized Levenshtiein Distance
Pxxx xcxxe xxd xexex gexxx Xgx, Xxx Procx xexxe xxd xexex gexxx xgx, Xxx Ax-
AxAbexx bxxxgbA AxxAb xgxx Abix cxxAixexA Abexx bxxxgbA AxxAb xgxx Abix cxxAixexA x
x xex xxAixx: exxceixed ix AibexAg, xxd xex xxAixx: cxxceixed ix AibexAg, xxd ded- 100.0 _
dedicxAed Ax Abe gxxgxxiAixx AbxA xAA xex icxAed Ax Abe gxxgxxiAixx AbxA xAA xex xxe - 1
xxe cxexAed egxxA. exexAed egxxA.
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Word-spotting | Redaction/Highlighting

39 index terms
Four score and seven years ago, our fathers brought forth upon this

e 4059 zones on 695 pages from University of Washington continent a new nation: conceived in liberty, and INNENEE to the

. proposition that all men are created equal.
English Document Database |

Now we are engaged in a great civil war, testing whether that nation, or
any nation so conceived and so HINEEEEE, can long endure. We are met
on a great battlefield of that war.

Recall (true positive rate) 72%, precision 82%

Truth We have come to dedicate a portion of that field as a final resting place
. ” Sum for those who here gave their lives that this nation might live. It is
altogether fitting and proper that we should do this.
R 908 197 1005 ]

Detection |— 350 256501 26000 But, in a larger sense, we cannot dedicate, we cannot consecrate, we .

cannot hallow this ground. The brave men, living and dead, who :
Sum 1258} 25847} 27105 struggled here have consecrated it, far above our poor power to add or
detract. The world will little note, nor long remember, what we say here,

¢ 196 zones on 21 pages Of IEEE Transactions on Pattern but it can never forget what they did here.

Analysis and Machine Intelligence and Pattern Recognition It is for us the living, rather, to be ININENE here to the unfinished work

which they who fought here have thus far so nobly advanced. It is rather
for us to be here I to the great task remaining before us, that

0, 1ol 0,
* Recall 83 /°' precision 88% from these honored dead we take increased devotion to that cause for
which they gave the last full measure of devotion, that we here highly
Truth resolve that these dead shall not have died in vain, that this nation,
Sum under God, shall have a new birth of freedom, and that government of
+ B the people, by the people, for the people, shall not perish from this
|+ 80 11 91 earth.
Detection 6 T2 728
Sum 96[ 723] 819 * |n the worst case (V), would have also redacted

{Activated, Estimated, heliostat, Indicated, Intimated,
Medicated, Salivated}
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Adding Lexical Information Comprehensive Lexicon

Word WST DRE Candidates
Four AXXX [ACEGIJMNOPRSVWXYZb |Ammo Arms Arum Aura Avow Cams Cars Caws Coax Coma Coos
dfhlt) [mruvaozxsw] { |Cows Cram Craw Crow Crux Curs Cuss Czar Ears Emus Bras
Four score and seven years agov our fathers bTOUght fOl'th upon thiS murowaszvx) ([osmawxr |Errs Exam Gass Goos Gram Grow Gums Guru Isms Jams Jars
uz] Jaws Jazz Joss Mama Mars Mass Maws Moms Moor Moos Moss

Mows Mums Muss Norm Nova Nows Oars Qurs Ovum Para Pars
Pass Paws Poor Pour Pows Pram Prom Pros Prow Puma Purr
Puss Rams Raws Razz Roam Roar Room Rows Rums Sass Saws
Soar Sour Sows Sums Swam Swum Vows Warm Wars Woos Worm
Wows Xmas Yams Yaws Your Zoom Zoos baas bars bass boar

boas boom boor boos boss bows boxs bras brow bums burr
. RE Candidates burs buss buzz dams doom door dorm doss dour dram draw
Word WST D drum duma duos farm foam form four from furs fuss fuzz
hams harm haws hoar hoax homo hour hums lams lass lava
Four Axxx [F£] [or] (uo] [rm] [Four from laws loam loom loos loss lows luau tams taro tars taws
tors toss tour tows tram trow tsar twos
score xexxe score
score xexxe [rsvw] (ec) [uvaor]) reuse revue scare sScore serve verse verve weave
and xnA and [surv)e
seven xexen seven and xnA an{dt) and ant
years gexxx years seven xexen se{mv}en semen seven
ago xgx ago years gexxx [gpylelars}[rmo)s gears germs pears pesos years
our XKX low] [ualx our war ago xgx [asu) Igp) [ocas]) ago spa ups
fathers AxARexx fathers our XXX {amorsvwz] [rsaouv) fjarm ass mar maw mom MOO MOW MuUMm MUS Qar Our oOva ram raw
{msrwoax] TrOw rum Saw SaxX S0S SOW Sum VOW war was wax wo0 wow z00
brought [AxxxgAA |brought fathers |AxAAexx |[ACEGIMNPRSVWY Amblers Artless Cablers Callers Catters Coffers
AR forth bdfhlt]) [mraou) Cotters Cuffers Cullers Cutlers Cutters Emblems
forth Axx, ° [bt1fdk] [1tfbdhk} Gabbers Gadders Gaffers Gallers Gathers Goddess
e[rsma){su] Godless Golfers Gulfers Gullers Gutless Gutters
upon xgxn upon Jabbers Jobbers Jobless Jolters Jotters Jutters
n - Madders Malters Matters Mobbers Molders Molters
this AAix this Mothers Mudders Muffers Mullers Mutters Nabbers

Nodders Nutters Padders Pallers Palters Patters
Podders Pollers Pothers Potters Puffers Pullers
Putters Rafters Rathers Ratters Robbers Rollers
Rotters Rubbers Rudders Rutters Salters Sobbers
Sodders Solders Subbers Suffers Sulkers Vatters
Wadders Wafters Walkers Wallers Wolfers Yakkers
balders balkers ballers bathers batters bobbers
bolters bothers budders buffers bulkers bullers
butlers butters dabbers dodders doffers dollers
dotters dubbers duffers dullers fablers fallers
falters fathers fatters fobbers fodders folders
fullers halters hatless hatters holders hollers
huffers hullers hutters ladders ladlers lathers
lobbers lofters lollers lotters lubbers luffers
lullers tabbers tableau tablers talkers tatters
tollers totters tubbers tufters

brought | AxxxgAA | (Wbdf)r [oa)ught Wrought brought draught drought fraught

Chatracter Shape Coding 13 SDIUT99 Character Shape Coding 14 SDIUT99
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Ambiguity in lexicon

Character Shape Coding

Document Specific| Comprehensive
distinct words 149 246906
distinct tokens 136 176158
ratio 1.10 1.40
singletons 127 (93%) 147295 (84 %)
remaining words 22 99611
ambiguous tokens 9 28863
ratio 2.44 345
character position ambiguity 3% 13%

15 SDIUT99

Information retrieval

TREC

Transliteration of search terms

Character shape coding of document images

Results poor with short index terms
AxxA for “lost” mapped to >1000 terms
Refinements since study have reduced this to only 682
Vs reduces it further to 76

Results adequate for long index terms
“industrial” is a singleton for all CSC versions

* Domain-specific lexicon would help a great deal
reduced ambiguity

Character Shape Coding 16 SDIUT99
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Information retrieval Document Content

Detectability of index terms

index term tuped comp index term tut}ed comp hd Style
fexicon | lexicon lexicon | lexicon
God v government Word count
add v ground v/ v/ Word Iength
advanced 4 v hallow v Proper nouns
altogether '4 v highly v v Articl
battlefield v / honored v icle usage
birth increased v 4 Sentence Iength
brave v larger v
brought / v niberty Y Y * Topic Identification
cause v living Y Generation of WST indices
civil v v measure Comparison of document indices against prototypes
conceived v v met
consecrate v v nation "4 ° Part-of-s eeCh H
consecrated v '4 nobly '4 4 p i tag_glng
continent v v note v Tag of WST is union of tags of all words represented by
created v perish v v/ WST
dead v 4 poor v : _ : :
dedicate / v portion / P gxexixxx -.{premlums,prewous}
dedicated v v power v POS(premiums) = plural noun
detract v proper v/ POS(previous) = adjective
devotion 4 proposition H - : .
g g , emaining POS(gxexixxx) = {plural noun,adjective}
earth remember
endure v 4 resolve 4
engaged '4 '4 resting '4
equal v 4 score '4
fathers v sense v
field v struggled v
final '4 task v
fitting v testing '4
forget '4 unfinished v 4
forth '4 vain '4
fought "4 war
freedom whether 4 v
full '4 world 4
gave v

Character Shape Coding 17 SDIUT99 Character Shape Coding 18 SDIUT99
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Document reconstruction

* Substituting WST-indexed lexical entries

Four score and (never,seven} years ago {nor,our,war) fathers brought
forth upon this continent a {men,new} nation conceived {in,is} liberty and
dedicated to the gxxgxxixixx what all xxex are created equal

Now we are engaged {in,is} a great civil {nor,our,war) testing whether
that nation {as,on,or,so,us} {any,say} nation {as,on,or,so,us} conceived
and {as,on,or,so,us} dedicated can long endure We are xxeA
{as,on,or,s0,us) a great battlefield of that {nor,our,war}

AAe have cause to dedicate a portion of that field {as,on,or,s0,us} a
final resting place {far,for) those who here gave their lives that this
nation xxighA live It {in,is} altogether fitting and proper that we should do
this

But (in,is) a larger sense we cannot dedicate we cannot consecrate we
cannot hallow xbix ground the brave xxex living and dead who struggled
here have consecrated it {far,for} above {nor,our,war} poor power to add
{as,on,or,s0,us} detract the world will AiAxAe note {nor,our,war} long
xexxexxbex what we {any,say} here but it can {(never,seven} forget xxbxA
they did here

It {in,is) (far,for} {as,on,or,s0,us} the living rather to be dedicated here
to the unfinished work which they who fought here have thus {far,for}
{as,on,or,s0,us} nobly advanced It {in,is) rather {far,for} {as,on,or,s0,us} to
be here dedicated to the great task xexxxixixg before {as,on,or,s0,us} that
Axxxx these honored dead we take increased devotion {as,on,or,s0,us} that
cause {far,for} which they gave the {final,last} full xxexxxxe of devotion
what we here highly resolve that these dead shall not have died {in,is)
vain that this nation under God shall have a {men,new} bixxbh of Axeedxxi
and what gxxexxxxexx of the people by the people {far,for} the people shall
not perish Axxxx xbix e {as,on,or,s0,us} Ab

Character Shape Coding 19 SDIUT99

SABRE
ShApe Based word REcognition

Character shape coding

Word shape lookup
Selective OCR

Progressive resolution

* Over-recognition

word: never wst: x0mx

Lexical lookup ()00} = cause _never _score_sense _seven

dre: [cns][aec][uvon][ser][em)

dre: [ns]eve[m) T 1. |
@ —————— S éa \'1 se
never
dre: never : 2 : :‘ :
seven
|—> -3-21
» Redaction/Highlighting
without ambiguity
Character Shape Coding 20 SDIUT99
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Four score and seven years ago, our fathers brought forth upon this
continent a new nation: conceived in liberty, and dedtcated to the
proposition that all men are created equal. ~

Now we are engaged in a great civil war, testing whether that nation, or
any nation so conceived and so dedicated, can long endure. We are met
on a great battlefield of that war.

We have come to dedicate a portion of that fleld as a final resting place
for those who here gave thelr lives that this nation might live. It is
altogether fitting and proper that we should do this.

But, in a larger sense, we cannot dedicate, we cannot consecrate, we
cannot hallow this ground. The brave men, living and dead, who
struggled here have consecrated it, far above our poor power to add or
detract. The world will little note, nor long remember, what we say here,
but it can never forget what they did here.

It is for us the living, rather, to be dedicated here to the unfinished work
which they who fought here have thus far so nobly advanced. It is rather
for us to be here dedicated to the great task remaining before us, that
from these honored dead we take increased devotion to that cause for
which they gave the last full measure of devotion, that we here highly
resolve that these dead shall not have died in vain, that this nation,
under God, shall have a new birth of freedom, and that government of
the people, by the people, for the people, shall not perish from this
earth.

Four score and seven years ago, our fathers brought forth upon this continent a
new nation: conceived in liberty, and dedicated be the proposition what all men are
created equal.

bow we are engaged in a great civil war, testing whether that nation, or any nation
so conceived and so dedicated, can long endure. We are met on a great battlefield of
that war,

We have come to dedicate a portion of that field as a final resting place for those
who here gave their lives that this nation might live. Ft is altogether fitting and
proper that we should do this.

but, in a larger sense, we cannot dedicate, we cannot consecrate, we cannot hallow
this ground, the brave men, living and dead, who struggled here have consecrated it,
far above our poor power be add or detract, the world will little note, nor long
remember, what we say here, but it can never forget what they did here.

Ft is for us the living, rather, be be dedicated here be the unfinished work which
they who fought here have thus far so nobly advanced. It is rather for us to be here
dedicated to the great task remaining before us, that four above honored dead we take
increased devotion be that cause for which they gave the task full measure of
devotion, that we here highly resolve that these dead shall not have died in vain, that
this nation, under God, shall have a new birth of freedom, and that government of the
people, by the people, for the people, shall not perish four this earth.

Character Shape Coding 21 SDIUT99

Postal addresses

¢ Tightly constrained lexicon

» Selective OCR for disambiguation

AxxAxx:

Aachen Aschau Auufer Bachra Bandau Bandow Barkow
Beckum Beelen Benken Berkau Beuden Bochow Bochum
Borkow Borkum Borlas Borler Bredow Brehme Brehna
Buckau Buckow Burkau Buskow Carlow Cochem Daaden
Daskow Dechow Demker Derben Deuben Dorfen Drehna
Freden Frehne Gamlen Gartow Gerdau Geslau Gnadau
Grabau Graben Grabow Gruhno Gumtow Gustow Hartau
Horben Hosten Jeeben Jeetze Jucken Kantow Karben
Kerben Kerkau Kerken Kerkow Kesten Konken Krahne
Krokau Krukow Kuchen Laaber Lachen Landau Lankau
Lauben Laufen Lauter Leetza Leuben Lochau Lochum
Luchau Luckau Luckow Lunden Macken Manker Markee
Mechau Mechow Meeder Menden Merkur Mochau Mochow
Neuflen Neufra Neuler Norden Norken Ornbau Panker
Parlow Pastow Pechau Penkow Penkun Perkam Perlas
Postau Pratau Preten Profen Puchow Rambow Randow
Reeflum Reuflen Reuden Rochau Rockau Roskow Ruchow
Saalow Sachau Sandau Santow Saxler Seelen Seelow
Senden Sontra Suckow Tacken Tantow Techau Treben
Trebus Tuchen Usedom Verden Vreden Wachau Wachow
Wardow Warlow Wasdow Wauden Wenden Werben Werdau
Westre Xanten Zachow Zechow Zeetze Zerben Zeuden

AAAXKAXKXKXX
Altenhausen Attenhausen Ettenhausen Effenhausen

AAXAAgXXA:
Stuttgart

* Speed-up of 30x (130x for street names)
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Bartow
Bockau
Brodau
Dachau
Duckow
Gorden
Heefien
Karlum
Krakow
Laskau
Lostau
Marlow
Muchow
Panten
Pockau
Rantum
Saadow
Seelze
Trebra
Wacken
Werder
Zorbau

Bauler
Borken
Buchen
Damlos
Eschau
Goslar
Herten
Kemtau
Krebes
Lastau
Losten
Mauden
Neetze
Parkow
Pomfien
Rastow
Saalau
Semlow
Trebur
Warder
Werdum
Zuchau
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Multilingual Applications

e Additions to the CSC table
Characters \AAAAAVANANA
amorsuviwzo® x | X _x_ X|X|x
n n
C e C
€| e
ACGIOQSTUVWXYZSflt A AlAlA
Aafy L L
HMN N N
bhkL 'v| [b]
BDEKR 'E| [E|
PF 7| [P]
7 d| [a]
J Jj
iaaaaeéeiiiéooonniin i
ASAABEENTOO00UUD;;
gpqy g
R asoitALIOU] U
&
e Ambiguity
English French German
distinct words 246906 514637 316035
distinct tokens (Vs) 176158 296969 209011
ratio 1.40 1.73 1.51
singletons 147295 (84%)|225051 (76 %) 155923 (75%)
remaining words 99611 289586 160112
ambiguous tokens 28863 71918 53088
ratio 345 4.03 3.02
character position ambiguity 13% 21% 25%
¢ Thai
Character Shape Coding 23 SDIUT99
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Summary

Computationally efficient

Robust to composition, resolution and noise
Important information retained

Supports many applications

Combines with language models to support more
applications

Papers

Measuring the Robustness of Character Shape Coding
Document Analysis Systems, 1998

Shape-based Word Recognition
International Journal of Document Analysis and Recognition, (in press)

Detecting Duplicate Documents
SPIE Symposium on Electronic Imaging Science and Technology, 1997

Moby Dick meets GEOCR: Lexical Considerations in Word Recognition
International Conference on Document Analysis and Recognition, 1997

Using Character Shape Codes for Information Retrieval

International Conference on Document Analysis and Recognition, 1997

Determination of the Script and Language Content of Document Images
|IEEE Transactions on Pattern Analysis and Machine Intelligence, 1997

An OCR Based on Character Shape Codes and Lexical Information
International Conference on Document Analysis and Recognition, 1995

Document Reconstruction: A Thousand Words from One Picture
Symposium on Document Analysis and Information Retrieval, 1995
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Document Image Assessment
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A Method for Restoration of Low-Resolution Text Images

Paul D. Thouin
Department of Defense, Fort Meade, MD 20755, U.S.A.
Chein-I Chang
Remote Sensing Signal and Image Processing Laboratory
Department of Computer Science and Electrical ‘Engineering
University of Maryland, Baltimore County
1000 Hilltop Circle, Baltimore, MD 21250, U.S.A.

Abstract

Image restoration wusing resolution ezpansion
is important in many areas of image processing.
This paper introduces a restoration method for
low-resolution text images which produces expanded
images with improved definition. This technigue
creates a strongly bimodal image with smooth
regions in both the foreground and background, while
allowing for sharp discontinuities at the edges. The
restored image, which is constrained by the given
low-resolution image, is generated by iteratively
solving a mnonlinear optimization problem. Text
images restored using this technique are shown to
be both guantitatively and qualitatively superior to
images ezpanded wusing the standard methods of
linear interpolation and cubic spline expansion.

1 Introduction

Text image resolution expansion has become increas-
ingly important in a number of areas of image pro-
cessing. Optical Character Recognition (OCR) of
document images continues to be of great impor-
tance as we attempt to become a paperless soci-
ety. Restoring text from video surveillance imagery
is often crucial to law enforcement agencies. Dig-
ital video compression algorithms can also bene-
fit from successful text resolution expansion tech-
niques. Common methods of interpolation, which
were not designed specifically for text images, typ-
ically smooth over the important details and pro-
duce inadequate expansion. This paper proposes
a new nonlinear restoration technique for text im-
ages, which creates smooth foreground and back-
ground regions while preserving sharp edge tran-
sitions. Numerous restoration methods have been
published in the literature [1]-[6]. Linear interpo-
lation tends to smooth the image data at transi-
tion regions and results in a high-resolution image
that appears blurry. Cubic spline expansion allows
for sharp transitions, but tends to produce a ring-
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ing effect at these discontinuities. The proposed
method overcomes these limitations and produces
qualitatively superior images with expanded resolu-
tion. The criteria of mean squared error (MSE) is
used to quantitatively demonstrate that images re-
stored using this new method are more accurate than
images produced by existing techniques.

The goal of resolution expansion is to create an
expanded image with improved definition from ob-
served low-resolution imagery. Acquisition of this
low-resolution imagery can be modeled by averag-
ing a block of pixels within a high-resolution image.
Resolution expansion is an ill-posed inverse prob-
lem. For a given low-resolution image, a virtually
infinite set of expanded images can be generated by
the observed data. To solve for a high-resolution
image that is optimal in some sense, a Bimodal-
Smoothness-Average (BSA) score is introduced to
measure how well potential expanded images exhibit
desirable text-like characteristics. The BSA score is
defined as the weighted sum of separate bimodal,
smoothness, and average measures. Minimization of
this score is performed using a nonlinear optimiza-
tion technique which results in a strongly text-like
image. Text images typically have bimodal distribu-
tions with large black and white peaks and images
restored using this new method are strongly bimodal
as well. Images of text are also usually smooth in
both the foreground and background regions with
sharp transitions only at the edges. In addition, ex-
panded images are constrained so the average of a
group of high-resolution pixels is close to the origi-
nal value of the low-resolution pixel from which they
were derived. Text images restored using this new
BSA score-based technique are shown to be both
quantitatively and qualitatively superior to images
expanded using standard methods.

The remainder of this paper is organized as fol-
lows. Section 2 describes the problem of image reso-
lution expansion. In Section 3, three text scoring
functions are introduced which exploit properties
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Figure 1: High-resolution imaging system
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of text images and set a foundation for the image
restoration method proposed in this paper. Section
4 derives the technique used to iteratively solve for
the functional minimum that results in the restored
image. Section 5 presents experiments using this
technique and quantitatively compares the proposed
method to other methods of image resolution expan-
sion. Finally, a summary of this proposed technique
is given in Section 6.

2 Problem Statement

The image acquisition process consists of convert-
ing a continuous image into discrete values obtained
from a group of sensor elements. Each sensor el-
ement produces a value which is a function of the
amount of light incident on the device. For 8-bit
grayscale quantization, the allowable range of val-
ues for each sensor are integers from 0 (black) to
255 (white). The sensors are typically arranged in
a non-overlapping grid of square elements, smaller
elements result in higher resolution imagery. Shown
in Fig. 1 is a high-resolution imaging system where
the number of sensors is adequate to represent the
desired text image. The majority of pixels within
the image are either white or black, with a small
number of gray pixels occurring at the edges. Fig.
2 illustrates a low-resolution imaging system where
the number of sensors has been reduced by a factor
of ¢ = 4 in both the horizontal and vertical direc-
tions. This low-resolution acquisition results in sig-
nificant blockiness and is insufficient to accurately
represent this image. Each sensor element effectively
averages the image within its section of the grid, re-
sulting in an increased amount of gray pixels. Low-
resolution imaging can therefore be thought of as
block-averaging high-resolution images.

The problem addressed in this paper is to restore
the high-resolution image H Iy, 4c given only the low-
resolution image LI, ., where r and c are the number
of rows and columns in the low-resolution image and
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Figure 2: Low-resolution imaging system

g is the resolution expansion factor. The image ac-
quisition process of obtaining LI, . from HIy 4. is
given by

(gr+q—1) (ge+g-1)

LI,,c=ql2 > > HI, @

§=q-r t=g-c

The value of LI,. is the average of the high-
resolution pixels within the ¢ x ¢ neighborhood. Eq.
(1) represents a typical image restoration problem
where we are required to restore the HIy. 4. based
on the observed LI, . via the relationship described
by this equation. Since there are a great number
of high-resolution images which may satisfy the con-
straint of the observed low-resolution image given by
Eq. (1), image restoration is generally an ill-posed
inverse problem.

3 The BSA Scoring Functions

The scoring function introduced in this paper is de-
signed to measure how well a group of pixels within
an image represent the desired properties of text.
This function, referred to as the BSA scoring func-
tion, is expressed as the weighted sum of a bimodal
score B, a smoothness score S, and an average score
A, each of which will be discussed in detail in the
remainder of this section. The BSA score is defined
as

BSA(z) = M B(z) + 22S(z) + A3A(z) (2)

where z is a block of pixels and A;, A2, and A3 are
Lagrange multipliers. Our goal is to design a BSA-
based algorithm which can iteratively solve for the
block of pixels z that minimizes the BSA(z) score
given by Eq. (2). The BSA score is a function of the
bimodal, smoothness, and average scores which are
discussed in detail in the following three subsections.

3.1 The Bimodal Score

The typical distribution of a text image contains two
peaks, a large one at pyhite, Which normally repre-




sent the page’s background, and a secondary peak
at pprack representing the foreground text. From
the histogram of the given low-resolution text im-
age, estimates of the means for the black and white
distributions are calculated. These means are used
to compute the bimodal score B(z), which measures
how far an image block z is from bimodal. The bi-
modal score used in this paper is defined by

B(z) = Z(zr,c - #black)z(xr,c - l"white)2 (3)

r.c

where r and ¢ are the row and column indices within
the block being evaluated.

When a pixel value within z is close to either
Ublack OT twhite, its contribution to B(z) is minimal.
The bimodal minimum score of B(z) = 0 means
that the image is perfectly bimodal, the value of ev-
ery pixel is equal to either pypite OF Hbiger. Solving
for the block of pixels z that minimizes B(z) pro-
duces a strongly bimodal image, which is one of the
desired properties of this proposed text restoration
technique. The estimated means of the bimodal dis-
tribution, ppigck and pyhite, are determined a priori.

3.2 The Smoothness Score

With the exception of edges, text images tend to be
very smooth in both the foreground and background
regions which results in neighbors with similar val-
ues. A smoothness score, which is computed for each
block of pixels, is introduced to measure this fea-
ture. For this proposed algorithm, a simple statistic
using only the four nearest neighbors of each pixel
is used. Other more sophisticated smoothness mea-
sures could be implemented as well. The smoothness
score S(z) used by this technique is given by

S((II) = E[(xr—l,c - zr,c)z + (mr,c-l - zr,c)z

e
+($r,c+1 - xr,c)z + (zr+1,c - zT,C)2] (4)

where r and c are the row and column indices within
the block being evaluated. The minimum value of
S(z) = 0 occurs when all pixels have identical values.

3.3 The Average Constraint Score

It is reasonable to require that the average of a
group of high-resolution pixels is close to the origi-
nal value of the low-resolution pixel from which they
were derived. For each block of low-resolution pixels,
an average score A(z) is used to measure how well
the restored high-resolution pixels meet the aver-
age constraint imposed by their corresponding low-
resolution pixels. The average score for a 2 x 2 block
is expressed by

4 q q
AD =Y -5 P )
i=1

r=1c=1
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where i is the index for the low-resolution pixels, u;
is the value of each low-resolution pixel, and z{'} are
the restored high-resolution pixels corresponding to
pixel ;. The initial high-resolution image formed by
using pixel replication always has an average score
of zero because it satisfies the constraint.

4 Solving for the Restored Image

The goal of the restoration algorithm is to solve for
the image block that minimizes the scoring function
BSA(z) introduced in Eq. 2. Throughout this pa-
per, a block z is defined both as a group of 4 x 4 low-
resolution pixels and as the 4g x 44 high-resolution
pixels that are derived from them. The 4 x 4 size
was specifically chosen because it contains enough
pixels to adequately measure text characteristics but
is not too large to be computationally burdensome.
The goal of resolution enhancement is to create a
restored image with improved resolution.

Pixel replication, where every value within a ¢ x ¢q
neighborhood is identical to the corresponding low-
resolution pixel, is used for the initial expansion.
Each 4¢ x 4q block of high-resolution pixels is re-
stored independently using iterative optimization
techniques described in this section to solve for the
block which minimizes the BSA score. At each it-
eration, the first and second partial derivatives of
the BSA scoring function are used to determine the
image update. To avoid block boundary disconti-
nuities only the center 3¢ x 3¢ pixels are updated.
The entire image is therefore divided into blocks that
overlap by one quarter, or ¢ x 4q pixels, and can
be restored independently. This iterative minimiza-
tion of the BSA score continues until convergence is
reached resulting in the restored image.

Initially, each 4q x 4q block of pixels z is converted
to a (4¢)%-long vector ¥ using raster scanning,

Zg(r — 1) + ] = z(r,¢) for 1<re<q (6)
A small distance away from Z the BSA function can
be represented by its second order Taylor series ap-
proximation [7],

BSA(F+8) ~ BSA(Z)+ [VBSA(E)]§+—;—57 HE (7)
and the change in BSA is given by
ABSA = [VBSA®))6 + %5’1‘ HE (8)

where § is the small change to the image vector Z,
VBSA(Z) is the gradient, and H is the Hessian ma-
trix.

Since the Hessian matrix is symmetric, only half
of the matrix needs to be computed. To maximize
the function BSA(Z), the variables in the Hessian




matrix are first made independent. To do this the
Hessian is diagonalized using a similarity transform.
Each eigenvector of the Hessian matrix is placed in
a separate column to form a unitary eigenmatrix
E. That is, the product of the eigenmatrix with its
transpose is equal to the identity matrix EET = I.
When the Hessian matrix is pre-multiplied by the
transposed eigenmatrix and post-multiplied by the
eigenmatrix, the resulting matrix ETHE is diago-
nal. Because the Hessian is real and symmetric, it
is always diagonalizable.

The Taylor series approximation to the change in
the scoring function ABSA can now be expressed
in terms of the (4q)? x (4q)? Hessian matrix H, its
(4¢)% x (4q)? eigenmatrix E, the 1 x (4¢)? gradient
of the scoring function VBSA(Z), and the (4¢)% x 1
small change in the image vector &,

ABSA = ([VBSA(Z))E)(ET$)
+-;—(5TE)(ETHE)(ET5) ©)

With the following substitutions,

VBSA'(%) = [VBSA(Z))E (10)
& =ET§ (11)
H =ETHE (12)

Eq. (9) can be simplified to
ABSA = [VBSA'(#))[§] + %es”lTHﬁ (13)

The functional minimum is achieved by stepping in
the direction VBSA'(2)

= z

[ —

¢ = —l g (14)
in the transformed domain, which is simply § =
ET§ in the pixel domain. For each iteration, the im-
age update &' is determined. The iterations continue
until convergence is reached, resulting in a desired
restored image.

An example of this iterative image restoration pro-
cess is shown in Fig. 3. The original 4 x 4 block of
pixels is expanded by a factor of ¢ = 4 using pixel
replication to produce a 16 x 16 high-resolution im-
age shown in Fig. 3(a). As the iterative restoration
process proceeds in Figs. 3(b-f), the image becomes
more bimodal and smooth resulting in a greatly im-
proved image. The majority of gray pixels that occur
between characters are replaced with either black or
white values, resulting in a strongly bimodal distri-
bution. The resulting image is also smooth in both
the foreground and background regions while main-
taing the constraint that the average of each 4 x 4
block of high-resolution pixels is close to the origi-
nal value of each corresponding low-resolution pixel.
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(a) Orig (b) Iter 3 (c) Iter 6

(d) Iter 10

(e) Iter 15 (f) Iter 30

Figure 3: Iterative text restoration example

Minimization of the BSA score produces a restored
image that is the optimal combination of these bi-
modal, smoothness, and average measures.

5 Experimental Results

To quantitatively measure image restoration suc-
cess, low-resolution images were created by block-
averaging images as described by Eq. (1). Restored
images are then compared with the original to de-
termine the success of restoration numerically. The
mean squared error (MSE) was used to compare the
various methods of image resolution expansion. The
definition of mean squared error used in this paper
is

R C
1 . 2
MSE = e _S_ E (original, . — restored, )

r=1 ¢=1
(15)
where R and C are the number of rows and columns
in the images.

The proposed BSA restoration algorithm was
compared to several common expansion methods,
including pixel replication, linear interpolation, and
cubic spline expansion. In linear interpolation, a
linear fit is calculated between all pixels within each
column, and then repeated for all pixels within each
row. These images naturally tend to be smooth,
without sharp discontinuities, producing blurry re-
sults. Cubic spline expansion [8] approximates the
given discrete low-resolution pixels as a smooth con-
tinuous curve obtained from the weighted sum of cu-
bic spline basis functions and resamples the curve to
obtain the high resolution image. This method al-
lows for sharp edges but often overshoots at these
discontinuities, producing a ringing effect. The
BSA text restoration technique creates smooth fore-
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(a) Original Image

(c) Linear Interpolated Image

solutions that conform

(d) Cubic Spline Interpolated Image

solutions that conform

{e) BSA Restored Image

Figure 4: Text restoration results

ground and background regions and permits sharp
edges at transition regions, while maintaining the
low-resolution average constraint. Images restored
with this technique are shown to be both quali-
tatively and quantitatively superior to other com-
mon resolution expansion methods. Restoration re-
sults for a severly degraded 41 x 376 section of a
3300 x 2544 image scanned at 300 dpi are shown in
Fig. 4. An averaging factor of ¢ = 4 was used to
create a blocky image with a significant amount of
touching characters shown in Fig. 4(b). The mean
squared error between this blocky section and the
original is 1129.1. Linear interpolation produces the
severely blurred image in Fig. 4(c) which reduces
the MSE only slightly by 14.5%. The resulting im-
age obtained from cubic spline interpolation in Fig.
4(d) is significantly improved with a 40.9% reduc-
tion in MSE, but is still somewhat blurry. The BSA
restoration produced the best image shown in Fig.
4(e) by reducing the MSE by 60.2%.

These results clearly demonstrate several advan-
tages of this technique that was designed specifically
for text images. The BSA-restored image in Fig.
4(e) is strongly bimodal and has both smooth fore-
ground and background regions. There are sharp
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Figure 5: Comparison of restoration techniques

discontinuities at the edges which are not observed
in the linear or cubic spline expansion results. The
significant reduction in the amount of gray pixels
produces superior character separation evident in
the word “conform”. This gray pixel decrease also
frequently results in sharper contrast within a sin-
gle character. The hole in the character “a” in
the word “that” which is hardly apparent in the
block-averaged image is vastly improved by the al-
gorithm. A comparative study of the reduction in
mean squared error for the various image expansion
techniques is plotted in Fig. 5. Shown in Fig.5(a)
are results for a group of five full-page images that
were scanned at 300 dpi and degraded with block-
averaging factor ¢ = 2. Linear interpolation reduced
the MSE by an average of 34.4% for these images.
Cubic spline expansion performed much better by




reducing the MSE by an average of 70.3%. The pro-
posed BSA restoration technique was the most ac-
curate for these images and resulted in an average
80.9% reduction in mean squared error. Shown in
Fig. 5(b) are restoration results for a second group
of five images again scanned at 300 dpi and severly
degraded by g = 4 block-averaging. Expansion using
linear interpolation reduced the MSE by an average
of 12.4% and cubic spline expansion resulted in a
40.2% reduction average. The best results were ob-
tained using the BSA algorithm which reduced the
mean squared error by an average of 60.7%.

6 Conclusions

In this paper, we present a new resolution expan-
sion technique for the restoration of grayscale text
images. Bimodal, smoothness, and average (BSA)
scores that measure desired properties observed in
text images were introduced and combined to form
a single scoring function. The restored image ob-
tained by solving this nonlinear optimization prob-
lem is one which is strongly bimodal and smooth,
while satisfying the average constraint score. The
proposed BSA restoration technique was shown to
be both qualitatively and quantitatively superior to
the existing linear interpolation and cubic spline ex-
pansion techniques.

In order to further improve the proposed BSA
restoration technique, new measures may be added
that make use of a priori knowledge. If the scanning
resolution and font size within an image are known,
the average stroke width in pixels can be computed.
A new score could be created to measure how close a
group of pixels is to this desired width. Additionally,
different measures for the existing bimodal, smooth-
ness, and average scores could be implemented. An-
other research area under exploration is optimally
selecting the weights for the three scoring functions,
which could potentially be of significant benefit.
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Abstract

We present an OCR system for handling
degraded documents, such as faxed text. The
basic system utilizes the BBN BYBLOS OCR
system, which uses a Hidden Markov Model
(HMM) approach for training and recognition.
To handle degraded documents, we present two
approaches, which can be applied individually
or jointly. In the first approach, we train the
system on documents that exhibit the expected
kind of degradation. For example, to perform
OCR on fax documents, we train the system on
fax data. In the second approach, the system
performs unsupervised adaptation on each page
to be recognized in such a way as to maximize a
desired objective function. Several objective
Jfunctions were attempted: Maximum Likelihood
Linear Regression (MLLR), Maximum a
Posteriori (MAP), and Leave-One-Out MAP.
We report on results using the above approaches
on fax text images generated from the University
of Washington English Image Database I
Applying adaptation techniques, in addition to
training on fax, we have reduced the character
error rate by a factor of three from the base
condition.

1 Introduction

In earlier papers [6,8], we presented an HMM-
based OCR systemn referred to as the BBN
BYBLOS OCR system in this paper,
incorporating the BBN BYBLOS continuous
speech recognition system. The BYBLOS OCR
system uses a character model trained on a
corpus of text images, a lexicon and a gramrmar.
A brief review of the BYBLOS OCR system is
provided in the following section.

While our earlier papers reported on the
performance of the BYBLOS OCR system on
data from the University of Washington English
Image Database I (UW corpus) [9], in this paper
we present techniques for dealing with degraded
documents within the framework of the
BYBLOS OCR system. The accuracy of OCR
systemns is fundamentally dependent upon the
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quality of the scanned text image [3]. Common
document processing operations such as faxing
induce significant degradations in image quality.
Part of the degradation is due to the low
resolution scanning devices in fax machines and
part of the degradation is from the printing
process. Sometimes transmission noise adds to
the degradation. = While existing literature
contains examples of algorithms for processing
the degraded image to enhance quality [2], this
paper focuses on model-based techniques for
handling the degradations within the OCR
system. For our recognition experiments on
degraded data we have used fax-degraded
documents generated from clean documents in
the UW corpus.

The paper is organized as follows. In section
2 we provide a brief review of the BYBLOS
OCR system along with some background
information. In section 3 we present recognition
results using a model trained on degraded
documents as well as the results obtained using a
system trained on clean data. In Section 4 we
discuss and demonstrate the use of adaptation to
further improve recognition accuracy. A
summary and conclusion in Section 5 follow
this.

2 System Overview

This section gives a brief review of the BBN
BYBLOS OCR system. For a more detailed
description the reader is referred to [6]. A
pictorial representation of the system is given in
Fig. 1. In the figure, knowledge sources are
depicted by ellipses and are dependent on the
particular language or script. The OCR system
components themselves are identified by
rectangular boxes and are independent of the
particular language or script. Thus, the same
OCR system can be configured to perform
recognition on any language.

At the top level, the OCR system can be sub-
divided into two basic functional components:




training and recognition. Both, training and
recognition share a common pre-processing and
feature extraction stage. The pre-processing and
feature extraction stage starts off by first
deskewing the scanned image and then locating
the positions of the text lines on the deskewed
image.

Scarmed Preprocessing
——'.—D +
TrainingData | Feature Character Lnpmge Text
Fxtraction Moceling Modeling
Ground Truth
- e @ @
recoGviay S~
Preprocessing
Scaned + Recognition Word
Dta —™ R Semch [
Extraction

Figure 1: Block diagram of BBN BYBLOS OCR
system

The feature extraction program computes a
feature vector as a function of the horizontal
position within a line, see Fig. 2. First, each line
of text is horizontally segmented into a sequence
of thin, overlapping, vertical strips called frames
( one frame is shown in Fig. 2). For each frame
we then compute a language-independent,
feature vector that is a numerical representation
of the frame.

thé path

. Figure 2: Feature extraction on a line of English
text

The OCR system models each character with
a multi-state, left-to-right HMM. Each state has
an associated output probability distribution over
the features. The number of states and the
allowable transitions are system parameters that
can be set. For our experiments we have used
14-state, left-to-right HMMs with the topology
shown in Fig. 3. Training is performed using the
Baum-Welch or Forward-Backward algorithm,
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which aligns the feature vectors with the
character-models to obtain maximum likelihood
estimates of HMM parameters.

Figure 3: Figure shows a 14-state, left-to-right
HMM with self-loops and skips

For our system the HMM parameters are the
means and variances of the component gaussians
in the gaussian mixture model of the state output
probabilities, the mixture component weights
and the state transition probabilities. On the
other hand during recognition we search for the
sequence of characters that is most likely given
the feature-vector sequence and the trained
character-models, in accordance with the
constraints imposed by a lexicon and/or a
statistical grammar. The use of a lexicon during
recognition is optional but its use generally
results in a lower Character Error Rate (CER).
The lexicon is estimated from a suitably large
text corpus. Typically the grammar (language
model), which provides the probability of any
character or word sequence, is also estimated
from the same corpus.

A significant advantage of HMM-based
systems is that they provide a language-
independent framework for training and
recognition. At the same time, they do not
require the training data to be segmented into
words or characters, i.e., they automatically train
themselves on non-segmented data.

3 Training on Fax

The most straightforward way to improve
recognition performance on degraded data is to
train on data that has been subjected to a similar
degradation process. In this section we present
our results with fax-degraded data.

3.1 Parallel Fax Corpus

For our English OCR experiments we used data
from the UW corpus. The UW corpus consists
of 958 pages scanned from technical articles
containing more than 11000 zones of text. For
our experiments we randomly selected 95 zones
for training and 36 zones for testing. To
generate the fax-degraded documents, the
selected documents from the UW corpus were
first printed on paper. The printed images were




then faxed from one plain paper fax machine to
another and the faxed images were scanned into
bitmaps on the computer. The procedure used
for generating the faxed data resulted in fax-
degraded training and test corpora that mirrors
the clean data from the UW English database.
Also, this design allows us to compare the
recognition results on the degraded documents
with the results on corresponding clean
documents from the UW corpus.

3.2 Fax Training Results

In our first set of experiments we trained the
system using three different training data sets:
clean data alone, fax data alone and a mixture of
the clean and fax data. For each training
condition we tested the system on both clean and
faxed data. The output of the recognizer was
compared with the reference transcriptions and
the average character error rate (CER) was
measured by adding the number of substitutions,
deletions and insertions to obtain the total
number of errors, and then dividing the total
number of errors by the total number of
characters in the reference transcriptions. The
CER’s for different training conditions are listed
in Table 1.

Table 1: Character Error Rates Under Different
Training Conditions

Training CER % CER %
(Clean Test) (Fax Test)
Clean Only 0.6 5.3
Clean + Fax 0.6 2.7
Fax Only 1.0 2.2

For the model trained on clean data alone, the
CER on the fax data, 5.3%, is about nine times
higher than the CER on clean data, 0.6%. By
training the system on the fax training data we
were able to bring down the error rate on the fax
test data from 5.3% to 2.2%. At the same time
the CER on clean data increased from 0.6% to
1.0%. With the aim of restoring the performance
on clean data while maintaining the improved
accuracy on the fax data we trained our system
on a mix of the clean and fax training. Using
this system we achieved a CER of 0.6% on clean
data and 2.7% on faxed data.

The fact that a model trained on fax data
alone yields a CER of 2.2% on the fax test set
while the model trained on clean data alone

151

yields a CER of 0.6% on the clean test set
indicates that the recognition of fax documents is
an inherently more difficult problem than the
problem of recognizing clean documents. In the
next section we discuss the use of powerful
adaptation techniques to further improve the
accuracy of recognition on fax-degraded
documents.

4 Adaptation

Adaptation is the process of adjusting the
parameters of an initial trained model so as to
improve performance on a particular document.
Adaptation techniques for HMMs have been
used earlier by researchers in the speech
community [4,5]. For example in speech
recognition systems, a speaker-independent (SI)
model is first trained on speech data from many
speakers. At recognition time, the SI model is
then adapted to each speaker to better model the
finer variations for that particular speaker.
Similarly for OCR, we can first train a
Document Independent (DI) model on data from
many documents. We may then adapt the
parameters of this DI model using adaptation
data for a particular document in such a way as
to improve the recognition accuracy for that
document.

Adaptation techniques can be broadly divided
into two categories: supervised adaptation and
unsupervised adaptation. In supervised
adaptation the character transcriptions for the
adaptation data are provided whereas in
unsupervised adaptation we first use the DI
model to recognize the document and then use
the errorful, recognized text as the transcriptions
for the adaptation data. Using the adapted model
we can then recognize the document again,
typically with higher accuracy.

In the following we present a brief
description of unsupervised adaptation using two
popular objective functions, the Likelihood
function and the Posterior probability. The
technique based on maximizing the Likelihood
function of the adaptation data is referred to as
the Maximum Likelihood Linear Regression
(MLLR) technique while the technique based on
maximizing the posterior probability of the
adaptation data is referred to as the Maximum A
Posteriori (MAP) technique. In both cases, the
technique must deal with the fact that we do not
have sufficient data to re-estimate all the
parameters.




4.1 MLLR Adaptation

The MLLR technique handles the data-
insufficiency problem by first segmenting the
gaussians into a few distinctive sets and then
inferring a shared transformation for all the
gaussians in each set. In our MLLR adaptation
program we only re-estimate the means of the
gaussians. Thus, we do not re-estimate transition
probabilities, mixture component weights or
mixture component covariance’s and these
parameters take their values from the original
model set. Mathematically the MLLR method is
described as follows.

A, o=

. = argmax; P(XIA)

where A is the model parameter vector, X is the
observation vector and A_, is the model
parameter vector that maximizes the likelihood
function,