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A Message from the Organizers

On behalf of the Laboratory for Language and Media Processing, the Institute for
Advanced Computer Studies and the University of Maryland, I would like to welcome you
to the 1997 Symposium on Document Image Understanding Technology.

We have organized this symposium to provide a means for researchers and research
sponsors from academia, industry and government to communicate ideas for advancing
the field of document image understanding. After a successful workshop in 1993 and a
symposium in 1995, we hope that this symposium will continue to provide valuable
insight to participants.

This proceedings contains abstracts and papers from 31 technical presentations and two
invited talks. The topics range from optical character recognition to document image
retrieval and document image databases. Of special interest this year is a focused session
on performance evaluation. As the community grows, there is an ever increasing need to
be able to formally evaluate progress. The séssion on evaluation will include general
methodologies for evaluation, a talk on the upcoming METREC conference and a panel
where we can begin to gain insight into the important issues and challenges facing us in
performance evaluation.

There are countless people who deserve special thanks for their hard work in making this
Symposium a reality. I would like to especially thank Cecelia Kullman for her work in the
role of Symposium Coordinator and the staffs of the Institute for Advanced Computer
Studies and Center for Automation Research, for their endless support.

David Doermann
University of Maryland
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Reflections on High Volume Image Processing During Tax
Season: Image Processing Income Tax Returns in New York

George A. Mitchell, 111
New York State Department of Taxation and Finance
Room 205
Albany, New York 12227

Abstract

New York now processes millions of State and City income tax returns through a
high volume image processing system developed with its business partner, Fleet Bank.

The tax season is a short, intense processing peak with three chief constraints: first,
get refunds out fast; second, deposit remittance checks immediately; and third, do not
make mistakes. We are also processing the most hateful of documents, the income tax
return. This presentation will focus on how New York meets tax processing objectives
within these limitations and constraints, and the advantages and disadvantages of image
processing technology in this program.

Biographical Sketch

Mr. Mitchell has been the Chief Information Officer for three New York State agencies. He is
currently the Deputy Commissioner for Revenue and Information Management at the Department
of Taxation and Finance. In addition to information technology, his Division processes all New York
income and business tax returns. Previously he served as Deputy Commissioner for Administration
and Information Services at the Department of Social Services. Mr. Mitchell also was Executive
Deputy Commissioner for the Division of Criminal Justice Services. Prior to that he served DCJS
as General Counsel and Deputy Commissioner for Administration. He also held several positions at
the Division of the Budget during a 14 year tenure. ‘

Mr. Mitchell is a member of the Governor’s Task Force on Information Resource Management
and the Regents Visiting Committee on the State Archives. He was Chairman of the 1996 Eastern
States Government Technology Conference and is a past Chairman of the NY Forum on Information
Resource Management.




The U.S. Army Gulf War Declassification Project - Triumphs and Challenges

STEVE E. DIETRICH
Lieutenant Colonel
Director, U.S. Army Gulf War Declassification Project
U.S. Total Army Personnel Command

Biographical Sketch

Lieutenant Colonel (LTC) Steve E. Dietrich was born on 29 May 1954 in Delaware. He graduated
from the U.S. Military Academy in 1976 and began his active service as an Armor officer. His
military education includes the Armor Officer Basic and Advanced Courses, Motor Officer Course,
and the U.S. Army Command and General Staff College. He holds a Master of Arts degree in
History from Eastern Kentucky University.

LTC Dietrich has filled a variety of command and staff positions, culminating in his current
assignment as the Director of the U.S. Army Gulf War Declassification Project (GWDP). LTC
Dietrich served as a tank platoon leader, company executive officer, assistant battalion operations
officer, and company commander in Kirch Goens, Germany between 1977 and 1981. From 1982 to
1985, he was an assistant professor of military science at Eastern Kentucky University where he
taught military history. From 1985 to 1987, he served as a combat developments staff officer at
the U.S. Army Training and Doctrine Command headquarters in Fort Monroe, Virginia. LTC
Dietrich next served as a historian and analyst at the Center of Military History (CMH) in
Washington, D.C. from 1987 to 1989. Following that assignment, he was the deputy community
commander and area support team commander at [llesheim, Germany from 1989 to 1992. During
the Gulf War, from December 1990 to May 1991, he commanded both the Illesheim community and
the 11th Aviation Brigade, Rear. LTC Dietrich returned to CMH where he became chief of the
military studies branch. He deployed to Haiti during Operation Uphold Democracy as the senior
Army historian, where he pioneered the collection of electronic operational records. LTC Dietrich
assumed his current duties on 15 May 1995.

LTC Dietrich recently received the Legion of Merit for his efforts at CMH and with the GWDP. His
project won the Association for Information and Image Management International and Kinetic
Information 1997 Process Innovation Award for best in Government and was one of two finalists for
the coveted Vision Award honoring the technology initiative with the greatest potential for
transforming a business or social process. His project has also been selected for permanent
archiving as a “national treasure” by the Smithsonian Institution. A frequent public speaker and
conference participant, LTC Dietrich also has over 30 publications in scholarly and professional
journals, book chapters, and encyclopedias.

His military awards include the Legion of Merit, Meritorious Service Medal, Army Commendation
Medal, and Armed Forces Expeditionary Medal.

LTC Dietrich is married to the former Barbara Marie Miller of Newburgh, New York. They have a
two children, Breanna and Keith.
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Document Image Routing and Retrieval

Stephen J. Dennis
U. S. Department of Defense
9800 Savage Road
Fort George G. Meade
Fort Meade, MD 20755-6514

Abstract

The Government is sponsoring research in document image analysis and recognition to produce a
number of advanced modular algorithms that are scalable and address information routing and
retrieval problems in large heterogeneous corpora. The model for end to end applications involves
three processing stages. In the pre-processing stage, our goal is to diagnose the document image
based on a shallow analysis of its content. Some examples of useful pre-processing include the
determination of script or language; the presence of specific graphic elements; or the document
type. Using cursory information, it is possible to progressively extract information from the
document with useful accuracy. In the recognition stage, the Government is developing separate
graphics and text recognition technologies. For graphics recognition, important targets are word
images, logos, and signatures. For text recognition, systems developers are working with existing
Optical Character Recognition (OCR) technologies to improve performance for degraded document
image corpora. Last year, Government research organizations sponsored the development of a
new text recognition approach based on Large Vocabulary Conversational Speech Recognition
(LVCSR) technology. The resulting system performs across a variety of languages and image
resolutions, yet has an undesirable Out-Of-Vocabulary (OOV) word problem. As a post-processing
stage, and to possibly mitigate the OOV problem, attempts have been made to combine the results
of multiple text recognizers and apply additional language processing techniques.

The results of progressive document image analysis enables data driven architectures for content
based routing. Such architectures are capable of routing newly acquired documents to interested
users. For a document image archive, document images can be clustered by metadata for more
efficient retrieval based on user queries that span two media, text and image. However, document
image routing and retrieval architectures are not well understood. The Government’s attempts to
build generic retrieval prototypes can be represented by at least three models, with increasing
integration of document image analysis and text retrieval components. From simple text indexing of
OCR output, to Query by Image Example, there are operating ranges for which systems
architecture demonstrate accuracy.

Objective evaluation for document image analysis and recognition components have been adhoc
with respect to routing and retrieval applications. Previous evaluation efforts have addressed
Roman OCR performance and text retrieval performance at low error levels. Government
agencies have used these results to predict the value of document image analysis research, related
technologies, and potential products in the context of specific programs. Continued support for
document imaging research requires that the community adopt system level evaluation to establish
meaningful performance baselines. To leverage resources against common information technology
requirements, Government Agencies are working with the National Institutes of Science and
Technology to develop formal evaluation criteria for cross media retrieval systems. The METREC
(METadata and Text Retrieval Evaluation Conference) will serve as an important baseline through
which the Government and Industry can expand requirement’s definitions for information access
and retrieval.




The Skeleton Document Image Retrieval System

Carl Weir Suzanne Liebowitz Taylor
Lockheed Martin C* Integration Systems
590 Lancaster Ave.

Frazer, PA 19355

Abstract

This paper describes Skeleton, a document image
retrieval system whose design and implementation is
based upon image analysis and document retrieval
technologies incorporated in the IDUS image
understanding system and the INQUERY information
retrieval system, respectively.

Most of the current Skeleton development effort has
been put into establishing indexing and query
formulation methodologies in which both words and
character  subsequences of words (ngrams) are
tokenized.

A Web-based interface has been developed for
Skeleton which includes a Java image display applet to
support word and region highlighting.

1 Overview

The Skeleton architecture supports document image
analysis, indexing, and retrieval.  The indexing
component assumes an image analysis in which text
regions are grouped into articles with head and body
relations identified and text recognized using
conventional OCR technology. Functional role
distinctions such as dateline and caption are not taken
advantage of in the cwrent implementation but in
future versions of the system they will be used to
extend fielded search capabilities.

Both the OCR text output of an indexed unit of text
and the corresponding page image containing it can be
retrieved by Skeleton. It is assumed that end users will
normally want to retrieve page images with appropriate
regions highlighted and pointers to other pages of the
same document provided. However, our experience
has indicated that access to the OCR text output is
useful in the search process.

In the next two sections, additional information about
the image analysis process incorporated into Skeleton
from the IDUS system and the system’s basic retrieval
capabilities inherited from the INQUERY system are
described [1,2]. Following this discussion, Skeleton’s
Web-based interface is illustrated.

Bruce Croft
Center for Intelligent Information Retrieval

Stephen Harding

University of Massachusetts
Amberst, MA 01003

2 Document Image Analysis in Skeleton

Skeleton’s image analysis component, which was
originally developed for use in the IDUS system, is
illustrated in Figure 1.

The image analysis component includes ScanWorX,
a commercial product developed by Xerox Information
Systems which provides segmentation and OCR
support.

Image analysis modules developed specifically for
use in IDUS which have been incorporated into
Skeleton include a logical analyzer, a document
classifier and a functional analyzer.

The IDUS image understanding system from which
these modules were borrowed provides a sophisticated
X-windows user interface for examining image analysis
output in a graphical form. Although the IDUS
interface is not a component of Skeleton, the ability to
use IDUS to evaluate image analysis performance is an
attractive option.

2.1 ScanWorX Modules

Since Skeleton relies upon ScanWorX to perform the
initial segmentation of document images, it inherits that
component’s image input constraints. For ScanWorX
to work properly, image resolution must be 200x200
dpi, 200x100 dpi, 400x200 dpi, or any RxR (square)
dpi resolution, where 250 < R < 450.! ScanWorx
requires images to be black text on a white background
for the OCR module to work properly. It is possible for
the system to invert images which are white text on a
black background, but color images need to be
preprocessed into a proper format. Although a variety
of image input formats are supported by ScanWorX,

1 The ScanWorX OCR module can recognize text in images
whose resolutions range from fax to 600x600 dpi, but for
resolutions outside the previously mentioned ranges, manual
segmentation is necessary. Since image analysis in the
Skeleton architecture is expected to be an automated process,
the system is constrained to processing images in the
previously mentioned resolutions.
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\. J

Figure 1: Skeleton's image analysis components are capable of providing a rich array of information about
document structure and content. In the current implementation of Skeleton, information about logical
groupings of regions into articles is used to build a document collection. Document class and
functional role information is not yet being used in the prototype, but will be incorporated in future
implementations to further extend user options in fielded searches.

Skeleton development has been based solely upon the
analysis of images in TIFF format.

The ScanWorX segmentation module identifies text

and image regions within a document page image..

Regions cannot span page boundaries, but can overlap
one another.

The ScanWorX OCR module is capable of processing
most major European and Scandinavian languages in
addition to English [4].

The segmentation module provides a listing of the
regions which have been identified, with the location of
each region described in terms of four integers: the
first two integers represent X-Y coordinate values and
the second two represent the width and height of the
region, respectively. The type of the region is also
specified.

Separate output files are written which contain the
OCR results for each text region. To support
highlighting in retrieved images a Xerox proprietary
output format called XDOC is used which represents
information about the location of characters in a
document page image, as well as character and word

recognition confidence scores.2

2The character and word recognition confidence scores are
not yet being used in Skeleton. In future work on the system,
experiments which factor this information into the search
process will be conducted. For more information on the
XDOC format, see [5].

2.2 Logical Analyzer

The segmentation of a document page image into
regions defines a geometric tree structure, and the goal
of the logical analyzer is to derive from this geometric
tree structure a Jogical tree structure which identifies
clusters of regions functioning as articles. This process
involves the labeling of regions as head and body
constituents: head regions are interpreted as titles and
body regions are interpreted as constituent columns of
text. An important by-product of logical analysis is the
determination of reading order. The analysis method
used by this module is influenced by the work of
Tsujimoto and Asada [6].

Output data provided by the logical analysis
component includes a sequence of entries which
describe the text regions delimited by the segmentation
module. Each region is described in two such entries,
one which describes its role in the geometric tree
structure, and one which describes its role in the logical
tree structure. These entries declare an index for a
region and indicate if it plays a head or body role in the
specified tree.

A listing of geometric and logical tree node
descriptions is also provided in the component’s output.
Each node listing contains an integer value specifying
how many regions are subsumed by the node followed
by the indices for those regions. The reason for the
indices declared in the text region entries is to facilitate
this cross referencing.

During logical analysis, text regions which have been




determined to be in the same column and exhibit some
vertical overlap are merged into a single, composite
region. A listing of such mergers is provided in the
logical analysis component’s output.

2.3 Document Classifier

The document classification module is currently able to
distinguish business letters, memos, newspapers, and
newsletters.

It is possible to stipulate a document class when
Skeleton is asked to process a collection of document
images. This is often a useful feature, since in many
cases a document image collection consists of
documents which are of the same type.

2.4 Functional Analyzer

Like the logical analyzer, the functional analyzer relies
upon the segmentation module to identify text and
image regions. However, unlike the logical analyzer, it
also is dependent upon the document classifier. Given
knowledge about the possible functional roles played
by regions in documents of a given class, the functional
analyzer attempts to infer the functional roles played by
the regions which have been identified by the
segmentation module.

Two different functional analysis methodologies
have been implemented:

1. A content-based approach which focuses on the
string matching of keywords associated with
particular components and is thus dependent on
good OCR accuracy

. A geometric-based approach, which is OCR
independent and relies only upon segmentation
and document classification.

Evaluations involving English language business
letters have shown that the geometric approach
executes almost twice as fast as the content-based
approach on the same document with little degradation
in performance. However, since Skeleton relies upon
OCR processing for document indexing anyway, the
better processing speed of the geometric-based
approach cannot be taken advantage of, and given that
this is true, pursuing a content-based functional analysis
methodology is more appropriate, since this method
permits a richer document representation which may
prove useful in future evaluations of functional analysis
performance involving larger collections of document
images and a greater variety of document classes.

The output of functional analysis includes an
indication of the class of a document and a listing of
regions associated with functional labels.

During functional analysis, as in logical analysis, one
or more text regions identified by the segmentation
module may be merged into a single, composite region.
However unlike logical analysis, it is also possible that
a single region may be split into multiple regions which
are assigned different functional roles. A listing of any
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mergers or splits is provided in the functional analysis
component’s output.

3 Document Image Retrieval in Skeleton

Skeleton’s information retrieval capabilities inherited
from INQUERY are used to build a database of article-
sized document representations in which the head and
body components of each article recognized by the
logical analysis component are labeled with SGML-
style TITLE and TEXT tags. Fielded searches on the
TITLE and TEXT fields within these article-sized
documents is supported.

3.1 Indexing Terms using Ngrams

Most of the current research effort on the Skeleton
project has been put into the development of an
appropriate indexing methodology which takes into
consideration the possibility of poor OCR text output
without assuming that OCR output will always be poor.

To reduce the degradation in retrieval performance
caused by high OCR error rates, image analysis text
output is indexed using combinations of full word
tokens and a sampling of word token character sub-
sequences (ngrams). Which particular collection of
ngrams to extract from a word token is an empirical
question now being explored.

In the current implementation an ordered sequence of
two, three, four and five-character ngrams is
extracted, but to reduce the size of the document
database a subset of at most eight ngrams are selected
for indexing purposes.

If the number of ngrams in the ordered sequence
extracted from a given word token is less than or equal
to eight, then all are retained for indexing. Otherwise,
the ngrams selected for inclusion in the subset are the
leading three, the final two and three from “the
middle”. Letting N represent the number of ngrams
in an ordered sequence, the first of the “middle”
ngrams is in position { (N-4)/3)+2, the second is
in position ( (N-4) /2)+2 and the third is in position
{((N-4)/3)+2) x 2. The positions of ngrams in
an ordered sequence are counted beginning with 0, not
1. Figure 2 illustrates this method for determining a
subset of ngrams to use in document indexing.

The position declared for an ngram token in the
document database is the same as the position of the
word token from which it has been extracted (not its
position in the ordered sequence of ngrams extracted
from the word token). Given that this is the case, an
effort is made to replace any duplicate ngrams which
might arise in the subset selected for indexing once the
above method has been used to identify them. The key
issues in selecting a subset of ngrams is to be
consistent and to attempt to arrive at a representative
sample.




Example word token: mexican

Ordered sequence of two, three, four and five-character ngrams:

me mex mexi mexic ex exi exic exica xi xic xica xican ic ica ican ca can an

0 1 2 3 4 5 6 7

Ngrams retained for indexing:
Leading three ngrams at positions 0, 1 and 2

Trailing two ngrams at positions 16 and 17

First of “middle three” ngrams at position ( (N-4) /3)+2

and division of 14 by 3 is rounded up

Second of “middle three” ngrams at position ( (N-4)/2)+2

Third of “middle three” ngrams at position ( ( (N-4)/3)+2) x 2

8

9 10 11 12 13 14 15 16 17
— me mex mexi
— can an
= 7,where =18  exica
=9 - xic
= 14 — ican

Figure 2: Method for determining which ngrams of a word token to select for indexing

3.2 Query Formulation

An important component of the information retrieval
capabilities Skeleton has inherited from INQUERY is a
query formalism which permits the use of operators to
express more precisely relationships among search
query terms and how they contribute to the likelihood
of a match between the search query and a given
document.

The following query operators commonly occur in
Skeleton development:

Sum Operator: #sum (T;..T,)
Query terms in the scope of a # sum operator are
treated as having equal influence on the belief in
a match between a query and a document.

Weighted Sum Operator: #wsum (W, W,T:..W,T,)
Given the specified weight W, which declares
the degree of belief in a match contributed by the
#wsum expression, the weights W,...W,
specify the proportion to which the respective
query terms T;. . . T, in the scope of a #wsum
operator contribute to that belief.

Ordered Distance Operator: #N(T,..T,)
All the query terms within the scope of an #N
operator must be found within N words of each
other in a document in order for the overall
expression to contribute to a belief in a match.

And Operator: #and(T,..T,)
The more terms in the scope of an #and
operator which are found in a document, the
greater the belief in a match with the query.
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Passage Operator: #passageN{T,..T,)
The more terms within the scope of a
#passageN operator which are found within a
passage window of N words in a document, the
greater the belief in a match between the query
and the document.

Field Operator: #field(F R T;.T,)
The terms T,..T, contained in the scope of a
#field operator are searched for in field F of
documents in a given collection. An optional
operator R may be specified to indicate a range
of values to be searched for in F.

Search queries are generally submitted in plain text,
in which case a default format is used to build a
structured query which contains query terms identifed
in the plain text input.

In Skeleton, the default format takes into
consideration the fact that queries may be made against
document representations containing OCR-generated
text. In this format, which is illustrated in Figure 3, a
#wsum operator is used to express a relationship
between the relative importance of matching against the
word tokens in a search query and matching against
ngram character sub-sequences of them.

The first query term component of the #wsum
expression is a #sum expression containing all the
word tokens in the search query. This has the effect of
treating all the word tokens as having equal influence
on the matching of the query with a given document.

The second query term of the #wsum expression is
another #sum expression whose constituents are
#passage5 expressions. Each of these #passage5




expressions contains ngram sub-sequences for one of
the word tokens in the plain text search query. It is
important that the same method is used to determine the
ngram samples for each search query token that is
used to determine the ngram samples for word tokens
in the document database.

The #passage5 operator used in constituent
expressions of the second query term provides a
window of five word tokens to help catch OCR errors
in which whitespace or other word token delimiters
might have been introduced. A document which
contains all the ngram sequences within the scope of a
#passage5 operator will receive a higher ranking
than a document that contains only some of them.
However, this operation does not over-penalize
documents in which some of the search terms are not
present; it merely ranks them lower in the list of
retrieved documents.

3.3 Retrieval Performance

A series of experiments was run to determine the
retrieval effectiveness of various ngram query
formulations and database indexing methods. The
measurement criterion was best improved performance
using a given technique measured by the highest
percent improvement in average precision over all
recall levels when compared to baseline database and
query formulations.

The experiments were performed using four different
databases which were randomly degraded using Xerox
OCR software error data developed by UNLV [3].
Higher word error rates were used to further degrade

some of the randomly degraded databases. In such
cases, the selected words were corrupted using typical
character error substitutions. The actual word or
character error rates achieved for the databases are
unknown; the degree of degradation is measured only
by how much worse retrieval performance is using
standard queries on the degraded collections compared
to performance on corresponding non-degraded
collections.

A summary of the best retrieval performance results
is given in Table 1. Collections with small document
sizes are more negatively impacted than collections
with larger average document lengths [2]. Thus
collections with longet average sized documents have
lower degradation levels for a given character or word
error rate. Over all databases, the #passage5
operator generally performed the best in binding
ngrams together in the ngram component of a
structured query, although not always significantly so.
It was discovered that the #and operator was not
sufficiently strong in joining ngram components,
resulting in too many irrelevant documents being
assigned high rankings. The #0 operator, on the other
hand, was observed to be too demanding in that any
document missing one or more ngrams in its scope
was assigned too low a retrieval ranking. The query
formulations incorporating ngrams improved retrieval
effectiveness over standard queries as database
degradation increased, but the performance increases
remained below retrieval effectiveness for non-
degraded data.

Plain Text Query: Mexican environmental newsletters

Translated Query: #wsum (10

9 #sum(mexican environmental newsletters)
5 #sum(#passage5 (me mex mexi exica xic ican can an)
#passage5( en env envi ironm onm ment tal al)

#passage5( ne new news sl let tt ers rs)))

Figure 3: In structured queries formulated from plain text input, extracted word tokens in the first query term
component of a #wsum expression are specified to contribute approximately twice as much to the belief
of the #wsum expression as the ngram sequences of those tokens in the second component.
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-26.6

wsJgg é

-52.9 -10.9

3204 11429 423
50 93 83
vg. Words/Doc 64 42 591
#passageS +8.4 #passage5 +36.0 #0 +3.9 #passage3/5 +4.
#passaged +11.1 #passage5 +35.9  #passage5 +3.0 #passage3 +11.
#passageb +14.7 #passage5 +38.8  #passage3 +3.8 #passage5 +11.9
#passage5 +10.8  #passage5 +38.1  #and +5.1 #passi_geS +11.

Table 1: In this summary of retrieval performance experiments using assorted ngram query formulations, the
reported values are percentage increases in average precision over all recall levels when the specified
operators (#passage5, #passage3, #0, and #and) are used.

Indexing two, three, four and five-character ngrams
generally outperformed query formulations using only
two and three-character ngrams. Restricting the
ngrams saved to the database to a subset of eight from
the ordered sequence collected tended to improve
performance, probably by reducing noise from
extraneous ngrams and by improving overall term
statistics used during query evaluation. However, the
primary benefits of using a subset are a significant
reduction in database size and improved evaluation
speed.

An attempt was made to improve performance using
a weighting of ngram components based on their
positions in a word. Leading ngrams were assumed to
be more important than middle ngrams, which were
deemed more important than trailing ngrams. Each of
the three ngram classes was down-weighted by roughly
one half moving from leading to middle to trailing
ngram samplings within a word. However such
ngram weighting had no favorable impact on retrieval
performance and only added complexity to query
evaluation.

3.4 Future Indexing and Query
Formulation Work

Future work on indexing OCR degraded texts and
formulating queries using such databases will
concentrate on reducing the size of the ngram database
by being more selective in choosing which ngrams to
index on. Furthermore, techniques will be developed to
use ngrams for query term expansion rather than
evaluating the ngrams themselves. A formulated
query will then contain only matches and near matches
of user query terms rather than ngrams, thus reducing
query processing overhead. Query formulation may
also include weightings based on the confidence
measures for words produced by the OCR software
itself. It is hoped that retrieval performance may
continue to improve using such techniques. Finally,
field based retrieval will be improved. The databases
built for Skeleton processing already support fields, but
the ngram query processor needs modification to
maintain legal syntax in ngram binding operations
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when field based operators are present in the query.

4 Skeleton’s Web-Based Interface

A Web-based interface was developed to demonstrate
Skeleton’s document image retrieval capabilities. A
key component of the interface is a Java applet which
supports the highlighting of query terms within GIF
image representations.

An electronic form which permits the selection of
one or more document collections and the submission
of a search query is illustrated in Figure 4. (Document
collections may be distributed across multiple machines
running different operating systems.) After a plain text
search query has been entered and the “Eval” button is
pressed, a structured query is formulated and submitted
to each each selected database.

Retrieval results from the selected databases are
merged and presented as a ranked list of titles, along
with the structured query which was formulated from
Figure 5 contains an example

the plain text input.

¥ EMEX3
I EMEX4
A

Type a plain text or structured query:

‘:;! 2ish contaminanta

B L
o] Bw]  Maxdocumens[ 7]

Bl

e )

L e e e

Figure 4: Skeleton Search Query Form
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Figure 5: Skeleton Retrieval Results Form

display of retrieved documents.

Titles of retrieved documents are linked to the OCR
text output of their corresponding articles. Word
tokens in the OCR text which correspond to word
tokens or ngrams in the structured query are
highlighted to faciliate understanding why the article
was retrieved. Figure 7 contains an example display of
the OCR text output of a retrieved article.

In a Web page display of the OCR text for a given
article, a link is provided to a GIF image of the
document page which contains the article. The GIF
images used in the Web-based interface have been
generated from the TIFF images used during image
analysis. GIF images were needed in the current

Page 2 September 1993 PCBs on the Border Send Agencies
Scrambling

emex? 008 2 45

| Goto passage12

Texas officials have parrowed their
search for the source of PCB contami-
netion tO R ares surrounding the I town
of Donna, a fev miles north of the Rio
Grande in the Lower Ric Grande Val-
ley, but are waiting for federal funds to
begin & new testing of the sediment, wa-
ter and fish

Consumption of area fish centin-
ues to be banned in this area vhere eight
fish with polychlorinated bipbenyls
(PCB) levels exceediag state regula-
tions for safe human consumption vere
ceaught in June, said officiais of the
Texas Department of Bealth (TDH).

~It's kind oflike a derective story,”™
explained Steve Niemeyer, a member
ot Texas Naturel Resource Conserva-
tion Camiesion temm attempting to
locate the source of the dangercus
chemicals. "It could have happened a

Figure 7: A display of OCR text for an article
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Figure 6: A display of a document page image
containing an article

implementation of the interface because Java does not
currently support TIFF image display.

Figure 6 contains an example display of a document
image using the Java applet developed for the interface.
Terms in the structured query are highlighted with red
underlining to help focus attention on relevant parts of
the page. Term highlighting is expanded somewhat in
the image display with a rudimentary partial matching
function which recognizes near matches of query terms
through the use of a stemming routine. It is possible
that a document image will be displayed without any
terms highlighted if the query terms and their near
matches are not actually found in the image. This may
occur if the selected document was retrieved solely on
the basis of ngrams.

Figure 9 contains a display of the text output for an
article in which significant OCR errors occur. Despite
the high error rate, a user may access the document
image containing the article, illustrated in Figure 8, and
determine that it is indeed relevant to the search query.

In future work on Skeleton’s interface, evaluations of
interface design will be made to determine how best to
coordinate the display of OCR text output and
document images. To further facilitate the search
process, navigation buttons will be introduced into the
image displays to make it possible to search through
other page images of the same document.

If possible, the need to maintain GIF images of
documents will be eliminated, but it may nevertheless
be desirable to maintain higher resolution, color images
of documents for display to users. The attractiveness of
this design feature is particularly compelling when
viewing relatively poor quality images such as the one
displayed in Figure 9.
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Figure 9: A display of an article’s text containing significant
OCR errors

7 Conclusions

The Skeleton architecture is based upon existing image
analysis and document retrieval technologies.
Incremental improvements in the technologies are
being made in an effort to retain the scalability of the
existing technologies while extending them to meet
new challenges.
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Abstract

The digital libraries of the future will include not only
(ASCII) text information but scanned paper documents
as well as still photographs and videos. There is, there-
fore, a need to index and retrieve information from such
multi-media collections. The Center for Intelligent Infor-
mation Retrieval (CIIR) has a number of projects to index
and retrieve multi-media information. These include:

1. The extraction of text from images which may be
used both for finding text zones against general
backgrounds as well as for indexing and retrieving
image information.

2. Indexing hand-written and poorly printed docu-
ments using image matching techniques (word spot-
ting).

3. Indexing images using their content.

1 Introduction

The digital libraries of the future will include not only
(ASCII) text information but scanned paper documents
as well as still photographs and videos. There is, there-
fore, a need to index and retrieve information from such
muiti-media collections. The Center for Intelligent In-
formation Retrieval (CIIR) has a number of projects to
index and retrieve multi-media information. These in-
clude:

1. Finding Text in Images: The conversion of scanned
documents into ASCII so that they can be in-
dexed using INQUERY (CIIR’s text retrieval en-
gine). Current Optical Character Recognition Tech-
nology (OCR) can convert scanned text to ASCII

This material is based on work supported in part by the National
Science Foundation, Library of Congress and Department of Com-
merce under cooperative agreement number EEC-9209623, in part
by the United States Patent and Trademarks Office and the Defense
Advanced Research Projects Agency/ITO under ARPA order number
D468, issued by ESC/AXS contract number F19628-95-C-0235, in part
by NSF IRI-9619117 and in part by NSF Multimedia CDA-9502639.
Any opinions, findings and conclusions or recommendations expressed
in this material are the author(s) and do not necessarily reflect those of
the sponsors.
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but is limited to good clean machine printed fonts
against clean backgrounds. Handwritten text, text
printed against shaded or textured backgrounds and
text embedded in images cannot be recognized well
(if it can be recognized at all) with existing OCR
technology. Many financial documents, for exam-
ple, print text against shaded backgrounds to pre-
vent copying.

The Center has developed techniques to detect text
in images. The detected text is then cleaned up
and binarized and run through a commercial OCR.
Such techniques can be applied to zoning text found
against general backgrounds as well as for indexing
and retrieving images using the associated text.

2. Word Spotting: The indexing of hand-written and
poorly printed documents using image matching
techniques. Libraries hold vast collections of orig-
inal handwritten manuscripts, many of which have
never been published. Word Spotting can be used
to create indices for such handwritten manuscript
archives.

3. Image Retrieval: Indexing images using their con-
tent. The Center has also developed techniques to
index and retrieve images by color and appearance.

2 Finding Text in Images

Most of the information available today is either on pa-
per or in the form of still photographs and videos. To
build digital libraries, this large volume of information
needs to be digitized into images and the text converted
to ASCII for storage, retrieval, and easy manipulation.
For example, video sequences of events such as a bas-
ketball game can be annotated and indexed by extract-
ing a player’s number, name and the team name that ap-
pear on the player’s uniform (Figure 1(b, ¢)). This maybe
combined with methods for image indexing and retrieval
based on image content (see section 3).

Current OCR technology [1, 20] is largely restricted
to finding text printed against clean backgrounds, since




Text

system. The pyramid of the input image is shownas I, I;, I ..

being fed to the Character Recognition module.

in these cases it is easy to binarize the input images to
extract text (text binarization) before character recog-
nition begins. It cannot handle text printed against
shaded or textured backgrounds, nor text embedded in
pictures. More sophisticated text reading systems usu-
ally employ page segmentation schemes to identify text
regions. Then an OCR module is applied only to the
text regions to improve its performance. Some of these
schemes [32, 33, 21, 23] are top-down approaches, some
are bottom-up methods [7, 22], and others are based on
texture segmentation techniques in computer vision [8].
However, the top-down and bottom-up approaches usu-
ally require the input image to be binary and have a Man-
hattan layout. Although the approach in [8] can in prin-
ciple be applied to greyscale images, it was only used
on binary document images, and in addition, the text
binarization problem was not addressed. In summary,
few working systems have been reported that can read
text from document pages with both structured and non-
structured layouts. A brief overview of a system devel-
oped at CIIR for constructing a complete automatic text
reading system is presented here (for more details see
[34, 35)).

2.1 System Overview

The system takes advantage of the following distinctive
characteristics of text which make it stand out from other
image information: (1) Text possesses a distinctive fre-
quency and orientation attributes; (2) Text shows spatial
cohesion — characters of the same text string are of sim-
ilar heights, orientation and spacing.

The first characteristic suggests that text may be
treated as a distinctive texture, and thus be segmented
out using texture segmentation techniques. Thus, the first
phase of our system is Texture Segmentation as shown in
Figure 1(a). In the Chip Generation phase, strokes are
extracted from the segmented text regions. Using rea-
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)
Figure 1: The system, example input image, and extracted text. (a) The top level components of the text detection and extraction

©

.; (b) An example input image; (c) Output of the system before

sonable heuristics on text strings based on the second
characteristic, the extracted strokes are then processed to
form tight rectangular bounding boxes around the corre-
sponding text strings. To detect text over a wide range
of font sizes, the above steps are applied to a pyramid
of images generated from the input image, and then the
boxes formed at each resolution level of the pyramid are
fused at the original resolution. A Text Clean-up mod-
ule which removes the background and binarizes the de-
tected text is applied to extract the text from the regions
enclosed by the bounding boxes. Finally, text bounding
boxes are refined (re-generated) by using the extracted
items as strokes. These new boxes usually bound text
strings better. The Text Clean-up process is then carried
out on the regions bounded by these new boxes to extract
cleaner text, which can then be passed through a com-
mercial OCR engine for recognition if the text is of an
OCR-recognizable font. The phases of the system are
discussed in the following sections.

2.2 The Texture Segmentation Module

A standard approach to texture segmentation is to first
filter the image using a bank of linear filters such as
Gaussian derivatives [11] or Gabor functions, followed
by some non-linear transformation such as a hyperbolic
function tanh(at). Then features are computed to form
a feature vector for each pixel from the filtered im-
ages. These feature vectors are then classified to seg-
ment the textures into different classes (for more details
see {34, 351).

Figure 2(a) shows a portion of an original input im-
age with a variety of textual information to be extracted.
There is text on a clean dark background, text printed
on Stouffer boxes, Stouffer’s trademarks (in script), and
a picture of the food. Figure 2(b) shows the final seg-
mented text regions.
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Figure 2: Results of Texture Segmentation and Chip Generation. (a) Portion of an input image; (b) The final segmented text
regions; (c) Extracted strokes; (d) Text chips mapped on the input image.
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Figure 3: The scale problem and its solution. (a) Chips generated for the input image at full resolution; (b) half resolution; (c) %
resolution; (d) Chips generated at all three levels mapped onto the input image. Scale-redundant chips are removed.

2.3 The Chip Generation Phase

In practice, text may occur in images with complex back-
grounds and texture patterns, such as foliage, windows,
grass etc. Thus, some non-text patterns may pass the fil-
ters and initially be misclassified as text (Figure 2(b)).
Furthermore, segmentation accuracy at texture bound-
aries is a well-known and difficult problem in texture
segmentation. Consequently, it is often the case that text
regions are connected to other regions which do not cor-
respond to text, or one text string might be connected to
another text string of a different size or intensity. This
might cause problems for later processing. For example,
if two text strings with significantly different intensity
levels are joined into one region, one intensity threshold
might not separate both text strings from the background.

Therefore, heuristics need to be employed to refine
the segmentation result. Since the segmentation process
usually finds text regions while excluding most of those
that are non-text, these regions can be used to direct fur-
ther processing (focus of attention). Furthermore, since
text is intended to be readable, there is usually a sig-
nificant contrast between it and the background. Thus
contrast can be utilized finding text. Also, it is usually
the case that characters in the same word/phrase/sentence
are of the same font and have similar heights and inter-
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character spaces. Finally, it is obvious that characters in a
horizontal text string are horizontally aligned. Therefore,
all the heuristics above are incorporated in the Chip Gen-
eration phase in a bottom-up fashion: significant edges
form strokes (Figure 2(c)); strokes from the segmented
regions are aggregated to form chips corresponding to
text strings. The rectangular bounding boxes of the chips
are used to indicate where the hypothesized (detected)
text strings are (Figure 2(d)). These steps are described
in detail in [34, 35].

2.4 A Solution to the Scale Problem

The three frequency channels used in the segmentation
process work well to cover text over a certain range of
font sizes. Text from larger font sizes is either missed
or fragmented. This is called the scale problem. Intu-
itively, the larger the font size of the text, the lower the
frequency it possesses. Thus, when the text font size gets
too large, its frequency falls outside the three channels
selected in section 2.2.

A pyramid approach (Figure 1(a)) is used to solve the
scale problem: a pyramid of the input image is formed
and each image in the pyramid is processed using the
standard channels (¢ = 1,/2, 2) as described in the pre-
vious sections. At the bottom of the pyramid is the origi-
nal image; the image at each level (other than the bottom)
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Figure 4: Binarization results before and after the Chip Refinement step. (a) Input image; (b) binarization result before refinement;

(c) after refinement.
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has half of the resolution as that of the image one level
below. Text of smaller font sizes can be detected using
the images lower in the pyramid (Figure 3(a)), while text
of large font sizes is found using images higher in the
pyramid (Figure 3(c). The bounding boxes of detected
text regions at each level are mapped back to the original
input image and the redundant boxes are then removed as
shown in Figure 3(d). Details are presented in [34, 35].

2.5 Text on Complex Backgrounds

The previous sections describe a system which detects
text in images and puts boxes around detected text strings
in the input image. Since text may be printed against
complex image backgrounds, which current OCR sys-
tems cannot handle well, it is desirable to have the back-
grounds removed first. In addition, OCR systems require
that the text must be binarized before actual recognition
starts. In this system, the background removal and text
binarization is done by applying an algorithm to the text
boxes individually instead of trying to binarize the input
image as a whole. This allows the process to adapt to the
individual context of each text string. The details of the
algorithm are in [34, 35].

2.6 The Text Refinement

Sometimes non-text items are identified as text as well.
In addition, the bounding boxes of the chips sometimes
do not tightly surround the text strings. The consequence
of these problems is that non-text items may occur in
the binarized image, produced by mapping the extracted
items onto the original page. An example is shown in
Figure 4(a,b). These non-text items are not desirable.

However, by treating the extracted items as strokes,
the Chip Refinement module which is essentially sim-
ilar to the chip Generation module but with stronger
constraints, can be applied here to eliminate the non-
text iterns and hence form tighter text bounding boxes.
This can be achieved because (1) the clean-up proce-
dure is able to extract most characters without attach-
ing to nearby characters and non-textitems (Figure 4(b)),
and (2) most of the strokes at this stage are composed of
complete or almost complete characters, as opposed to
the vertical connected edges of the characters in the ini-
tial processing. Thus, it can be expected that the correct
text strokes comply more consistently with the heuristics
used in the early Chip Generation phase. The significant
improvement is clearly shown in 4c.

2.7 Experiments

The system has been tested over 48 images from a wide
variety of sources: digitized video frames, photographs,
newspapers, advertisements in magazines or sales flyers,
and personal checks. Some of the images have regular
page layouts, others do not. It should be pointed out that
all the system parameters remain the same throughout
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the entire set of test images, showing the robustness of
the system.

Characters and words (as perceived by one of the au-
thors) were counted in each image as ground truth. The
total numbers over the whole test set are shown in the
“Total Perceived” column in Table 1. The detected char-
acters and words are those which are completely en-
closed by the boxes produced after the Chip Scale Fu-
sion step. The total numbers of detected characters and
words over the entire test set are shown in the “Total De-
tected” column. Characters and words clearly readable
by a person after the Chip Refinement and Text Clean-up
steps (final extracted text) are also counted for each im-
age, with the total numbers shown in the “Total Clean-
up” column. The column “Total OCRable” shows the
total numbers of cleaned-up characters and words that
appear to be of OCR recognizable fonts in 35 of the bi-
narized images. Note that only the text which is horizon-
tally aligned is counted (skew angle of the text string is
less than roughly 30 degrees)!. The “Total OCRed” col-
umn shows the numbers of characters and words from the
“Total OCRable” sets correctly recognized by Caere’s
commercial WordScan OCR engine.

Figure 5(a) is a portion of an original input image
which has no structured layout. The final binarization re-
sult is shown in (b) and the corresponding OCR output is
shown in (c). Notice that most of the text is detected, and
most of the text of machine-printed fonts are correctly
recognized by the OCR engine. It should be pointed out
that the cleaned-up output looks fine to a person in the
places where the OCR errors occurred.

3 Word Spotting: Indexing Handwritten
Archival Manuscripts

There are many historical manuscripts written in a sin-
gle hand which it would be useful to index. Exam-
ples include the W. B. DuBois collection at the Uni-
versity of Massachusetts, Margaret Sanger’s collected
works at Smith College and the early Presidential li-
braries at the Library of Congress. These manuscripts
are largely written in a single hand. Such manuscripts
are valuable resources for scholars as well as others who
wish to consult the original manuscripts and consider-
able effort has gone into manually producing indices
for them. For example, a substantial collection of Mar-
garet Sanger’s work has been recently put on microfilm
(see http://MEP.cla.sc.edu/Sanger/SangBase. HTM) with
an item by item index. These indices were created manu-
ally. The indexing scheme described here will help in the
automatic creation and production of indices and concor-
dances for such archives.

One solution is to use Optical Character Recognition
(OCR) to convert scanned paper documents into ASCII.

"Here, the focus is on finding horizontal, linear text strings only.

The issue of finding text strings of any orientation will be addressed in
future work.




Table 1: Summary of the system’s performance. 48 images were used for detection and clean-up. Out of these, 35 binarized

images were used for the OCR process.

Total Total Total Total Total
Perceived | Detected Clean-up || OCRable | OCRed
Char | 21820 20788 (95%) | 91% 14703 12428 (84%)
Word ; 4406 4139 (93%) | 86% 2981 2314 (77%)
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Figure 5: Example 1. (a) Original image (ads11); (b) Extracted text; (c) The OCR result using Caere’s WordScan Plus 4.0 on b.
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Existing OCR technology works well with standard ma-
chine printed fonts against clean backgrounds. It works
poorly if the originals are of poor quality or if the text
is handwritten. Since Optical Character Recognition
(OCR) does not work well on handwriting, an alternative
scheme based on matching the images of the words was
proposed by us in [18, 17, 15] for indexing such texts.
Here a brief summary of the work is presented.

Since the document is written by a single person, the
assumption is that the variation in the word images will
be small. The proposed solution will first segment the
page into words and then match the actual word images
against each other to create equivalence classes. Each
equivalence class will consist of multiple instances of the
same word. Each word will have a link to the page it
came from. The number of words in each equivalence
class will be tabulated. Those classes with the largest
numbers of words will probably be stopwords, i.e. con-
junctions such as “and” or articles such as “the”. Classes
containing stopwords are eliminated (since they are not
very useful for indexing). A list is made of the remain-
ing classes. This list is ordered according to the num-
ber of words contained in each of the classes. The user
provides ASCII equivalents for a representative word in
each of the top m (say m = 2000) classes. The words in
these classes can now be indexed. This technique will be
called “word spotting” as it is analogous to “word spot-
ting” in speech processing [9]. »
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The proposed solution completely avoids machine
recognition of handwritten words as this is a difficult task
[20]. Robustness is achieved compared to OCR systems
for two reasons:

1. Matching is based on entire words. This is in con-
trast to conventional OCR systems which essen-
tially recognize characters rather than words.

. Recognition is avoided. Instead a human is placed
in the loop when ASCII equivalents of the words
must be provided.

Some of the matching aspects of the problem are dis-
cussed here (for a discussion of page segmentation into
words, see [18]). The matching phase of the problem is
expected to be the most difficult part of the problem. This
is because unlike machine fonts, there is some variation
in even a single person’s handwriting. This variation is
difficult to model. Figure (6) shows two examples of the
word “Lloyd” written by the same person. The last image
is produced by XOR’ing these two images. The white ar-
eas in the XOR image indicate where the two versions of
“Lloyd” differ. This result is not unusual. In fact, the
differences are sometimes even larger.

The performance of two different matching techniques
is discussed here. The first, based on Euclidean dis-
tance mapping [2], assumes that the deformation be-
tween words can be modelled by a translation (shift).
The second, based on an algorithm by Scott and Longuet




Figure 6: Two examples of the word “Lloyd” and the
XOR image

Higgins [28] models the transformation between words
using an affine transform.

3.1 Prior Work

The traditional approach to indexing documents involves
first converting them to ASCI and then using a text
based retrieval engine [30]. Scanned documents printed
in standard machine fonts against clean backgrounds can
be converted into ASCII using an OCR [1]. However,
handwriting is much more difficult for OCRs to handle
because of the wide variability present in handwriting
(not only is there variability between writers, but a given
person’s writing also varies).

Image matching of words has been used to recognize
words in documents which use machine fonts [5, 10].
Recognition rates are much higher than when the OCR
is used directly [10]. Machine fonts are simpler to
match than handwritten fonts since the variation is much
smaller; multiple instances of a given word printed in the
same font are identical except for noise. In handwrit-
ing, however, multiple instances of the same word on the
same page by the same writer show variations. The first
two pictures in Figure 6 are two identical words from the
same document, written by the same writer. It may thus
be necessary to account for these variations.

3.2 OQutline of Algorithm

1. A scanned greylevel image of the document is ob-
tained.

2. The image is first reduced by half by gaussian filter-
ing and subsampling.

3. The reduced image is then binarized by threshold-
ing the image.

4. The binary image is now segmented into words. this
is done by a process of smoothing and thresholding
(see [18]).

5. A given word image (i.e. the image of a word) is
used as a template. and matched against all the other
word images. This is repeated for every word in
the document. The matching is done in two phases.
First, the number of words to be matched is pruned
using the areas and aspect ratios of the word im-
ages - the word to be matched cannot have an area
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or aspect ratio which is too different from the tem-
plate. Next, the actual matching is done by using
a matching algorithm. Two different matching al-
gorithms are tried here. One of them only accounts
for translation shifts, while the other accounts for
affine matches. The matching divides the word im-
ages into equivalence classes - each class presum-
ably containing other instances of the same word.

6. Indexing is done as follows. For each equivalence
class, the number of elements in it is counted. The
top n equivalence classes are then determined from
this list. The equivalence classes with the highest
number of words (elements) are likely to be stop-
words (i.e. conjunctions like ‘and’ , articles like
‘the’, and prepositions like ‘of’) and are therefore
eliminated from further consideration. Let us as-
sume that of the top n, m are left after the stopwords
have been eliminated. The user then displays one
member of each of these m equivalence classes and
assigns their ASCII interpretation. These m words
can now be indexed anywhere they appear in the
document.

We will now discuss the matching techniques in detail.

3.3 Determination of Equivalence Classes

The list of words to be matched is first pruned using the
areas and aspect ratios of the word images. The pruned
list of words is then matched using a matching algorithm.

3.4 Pruning
It is assumed that

Aword <a

1
=< <
o Atemplate

1)
where Atemplate is the area of the template and A,yorg
is the area of the word to be matched. Typical values of
a used in the experiments range between 1.2 and 1.3. A
similar filtering step is performed using aspect ratios (ie.
the width/height ratio). It is assumed that

1 < ASPethord

- <B. 2
B~ Aspedtemplate sk @

The value of 8 used in the experiments range between 1.4
and 1.7. In both the above equations, the exact factors are
not important but it should not be so large so that valid
words are omitted, nor so small so that too many words
are passed onto the matching phase. The pruning values
may be automatically determined by running statistics on
samples of the document [15].

3.5 Matching

The template is then matched against the image of each
word in the pruned list. The matching function must sat-
isfy two criteria:




1. It must produce a low match error for words which
are similar to the template.

2. It must produce a high match error for words which
are dissimilar.

Two matching algorithms have been tried. The first
algorithm - Euclidean Distance Mapping (EDM) - as-
sumes that no distortions have occured except for rela-
tive translation and is fast. This algorithm usually ranks
the matched words in the correct order (i.e. valid words
first, followed by invalid words) when the variations in
words is not too large. Although, it returns the low-
est errors for words which are similar to the template,
it also returns low errors for words which are dissimilar
to the template. The second algorithm [28],referred to as
SLH here, assumes an affine transformation between the
words. It thus compensates for some of the variations in
the words. This algorithm not only ranks the words in the
correct order for all examples tried so far, it also seems
to be able to better discriminate between valid words and
invalid words. As currently implemented the SLH algo-
rithm is much slower than the EDM algorithm (we expect
to be able to speed it up).

3.6 Using Euclidean Distance Mapping for
Matching

This approach is similar to that used by [6] to match ma-
chine generated fonts. A brief description of the method
follows (more details are available from {18]).

Consider two images to be matched. There are three
steps in the matching:

1. First the images are roughly aligned. In the verti-
cal direction, this is done by aligning the baselines
of the two images. In the horizontal direction, the
images are aligned by making their left hand sides
coincide.

The alignment is, therefore, expected to be accurate
in the vertical direction and not as good in the hori-
zontal direction. This is borne out in practice.

2. Next the XOR image is computed. This is done by
XOR’ing corresponding pixels (see Figure 6).

3. An Euclidean distance mapping [2] is computed
from the XOR image by assigning to each white
pixel in the image, its minimum distance to a black
pixel. Thus a white pixel inside a blob is assigned
a larger distance than an isolated white pixel. An
error measure Egpps can now be computed by
adding up the distance measures for each pixel.

4. Although the approximate translation has been
computed using step 1, this may not be accurate and
may need to be fine-tuned. Thus steps (2) and (3)
are repeated while sampling the translation space in
both x and y. A minimum error measure Egparmin
is computed over all the translation samples.
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3.7 SLH Algorithm for Matching

The EDM algorithm does not discriminate well between
good and bad matches. In addition, it fails when there is
significant distortion in the words. This happens with the
writing of Erasmus Hudson (Figure 7). Thus a match-
ing algorithm which models some of the variation is
needed. A second matching algorithm (SLH), which
models the distortion as an affine transformations, was
therefore tried (note that it is expected that the real vari-
ation is probably much more complex). An affine trans-
form is a linear transformation between coordinate sys-
tems. In two dimensions, it is described by

r=Ar+t ?3)
where t is a 2-D vector describing the translation, A is
a 2 by 2 matrix which captures the deformation, r’ and
r are the coordinates of corresponding points in the two
images between which the affine transformation must be
recovered. An affine transform allows for the following
deformations - scaling in both directions, shear in both
directions and rotation.

The algorithm chosen here is one proposed by Scott
and Longuet-Higgins [28] (see [16]). The algorithm re-
covers the correspondence between two sets of points I
and J under an affine transform.

The sets I and J are created as follows. Every white
pixel in the first image is 2 member of the set I. Similarly,
every white pixel in the second image is a member of
set J. First, the centroids of the point sets are computed
and the origins of the coordinate systems is set at the
centroid. The SLH algorithm is then used to compute
the correspondence between the point sets.

Given the (above) correspondence between point sets
I and J, the affine transform A,t can be determined by
minimizing the following least mean squares criterion:

Estu=) (L —AJi—t) )
]

where I, J; are the (x,y) coordinates of point I; and J;
respectively.

The values are then plugged back into the above equa-
tion to compute the error Egrg. The error Espy is an
estimate of how dissimilar two words are and the words
can, therefore, be ranked according to it.

It will be assumed that the variation for valid words
is not too large. This implies that if A;; and Ay are
considerably different from 1, the word is probably not a
valid match.

Note: The SLH algorithm assumes that pruning on the
basis of the area and aspect ratio thresholds is performed.

3.8 Experiments

The two matching techniques were tested on
two handwritten pages, each written by a differ-
ent writer. The first page can be obtained from
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Figure 7: Part of a page from the collected papers of the Hudson family
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the DIMUND document server on the internet
http://documents.cfar.umd.edu/resources/database/

handwriting.database.html This page will be referred
to as the Senior document. The handwriting on this
page is fairly neat (see [18] for a picture). The second
page is from an actual archival collection - the Hudson
collection from the library of the University of Mas-
sachusetts (part of the page is shown in Figure (7). This

page is part of a letter written by James S. Gibbons to -

Erasmus Darwin Hudson. The handwriting on this page
is difficult to read and the indexing technique helped in
deciphering some of the words.

The experiments will show examples of how the
matching techniques work on a few words. For more ex-
amples of the EDM technique see {18]. For more exam-
ples using the SLH technique and comparisons with the
EDM technique see [16]. In general, the EDM method
ranks most words in the Senior document correctly but
ranks some words in the Hudson document incorrectly.
The SLH technique performs well on both documents.

Both pages were segmented into words (see [18] for
details) The algorithm was then run on the segmented
words. In the following figures, the first word shown
is the template. After the template, the other words are
ranked according to the match error. Note that only the
first few results of the matching are shown although the
template has been matched with every word on the page.
The area threshold a was chosen to be 1.2 and the aspect
ratio threshold 8 was chosen as 1.4. The translation val-
ues were sampled to within 34 pixels in the X direction
and %1 pixel in the y direction. Experimentally, this gave
the best results.

3.9 Results using Euclidean Distance
Mapping

The Euclidean Distance Mapping algorithm works rea-
sonably well on the Senior document. An example is
shown below.

In Figure (8), the template is the word “Lioyd”. The
figure shows that the four other instances of “Lloyd”
present in the document are ranked before any of the
other words. As Table (2) shows, the match errors for
other instances of “Lloyd” is less than that for any other
word. In the table, the first column is the Token number
(this is needed for identification purposes), the second
column is a transcription of the word, the third column
shows the area in pixels, the fourth gives the match error
and the last two columns specify the translation in the x
and y directions respectively. Note the significant change
in area of the words.

The performance on other words in the Senior decu-
ment is comparable (for other examples see [18]). This
is because the page is written fairly neatly. The perfor-
mance of the method is expected to correlate with the
quality of the handwriting. This was verified by running
experiments on a page from the Hudson collection (Fig-
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Figure 8: Ranked matches for template “Lloyd” using
the EDM algorithm (the rankings are ordered from left
to right and from top to bottom).

ure 7). The handwriting in the Hudson collection is diffi-
cult to read even for humans looking at grey-level images
at 300 dpi The writing shows wide variations in size - for
example, the area of the word “to” varies by as much as
100% ! However, this large a variation is not expected to
occur and is not seen when the words are larger. Since
humans have difficulty reading this material, we do not
expect that the method will perform very well on this
document.

The Euclidean Distance Mapping technique fails for
the template “Standard” in the Hudson document (see
Figure (9)). The failure occurs because the two in-
stances of “Standard” are written differently. The tem-
plate “Standard” has a gap between the “t” and the “a”.
This gap is not present in the second example of “Stan-
dard” (this is more clearly visible in Figure (10). A tech-
nique to model some distortions is, therefore, necessary.

- St H A
7.‘.&‘-« ,,.,,.Mz, o ,,({,ﬁ./w

Figure 9: Rankings for template “Standard” using the
EDM algorithm(the rankings are ordered from left to
right and from top to bottom).

3.10 Experiments Using the SLH
Algorithm

The SLH algorithm handles affine distortions and is,
therefore more powerful then the EDM algorithm. Since




Token | Word | Area | Egpsmmin | Xshift | Yshift
105 | Lloyd | 1360 0.000 0 0
70 Lloyd | 1224 0.174 0 0
165 | Lloyd | 1230 0.175 -2 0
197 | Lloyd | 1400 0.194 4 0
239 | Lloyd | 1320 0.197 -3 0
21 Maybe | 1147 0.199 -1 0
180 along | 1156 0.200 1 0
215 party | 1209 0.202 1 0
245 spurt | 1170 0.205 -1 0
121 | dreary | 1435 0.206 3 0

Table 2: Rankings and match Errors for template “Lloyd”.

Token | Word | Area | CP | Esry A T
105 Lioyd | 1368 | 233 | 0.00 1.00 0.00 | 0.00
0.00 1.00 | 0.00
197 Lloyd {1400 { 199 | 1302 | 096 -0.04 | 1.58
0.01 104 | O.14
70 Lloyd | 1224 | 176 | 1.356 | 094 0.09 | -1.02
0.03 092 | -1.38
165 Lloyd {1230 | 189 | 1.631 | 1.03 0.05 | -0.43
-0.01 0.87 | -2.60
239 Lloyd | 1320203 | 1.795 | 099 -0.05| 144
003 1.07 | 2.21
157 lawyer | 1518 | 185 | 3.393 | 0.96 -0.03 | 1.89
0.05 1.11 | 0.03
240 | Selwyn | 1564 | 188 | 3.673 | 094 0.06 | 4.23
0.05 105} -0.75
91 thought | 1178 | 181 | 3.973 | 097 0.03 | 2.33
001 1.08 | 291

Table 3: Rankings and Match Errors for template “Lloyd” Using SLH Algorithm.

the current version of the SLH algorithm is slow, the ini-
tial matches were pruned using the EDM algorithm and
then the SLH algorithm run on the pruned subset.

Experiments were performed using both the Senior
document and the Hudson documents. A few examples
are shown here (for more details see [16]). For the Se-
nior documents the same pruning ratios were chosen as
before. To account for the large variations in the Hudson
papers, the area threshold o was fixed at 1.3 and the as-
pect ratio threshold at 1.7. The value of ¢ depends on the
expected translation. Since it is small, ¢ = 2.0. A lower
value of o = 1.5 yielded poorer results.

The matches for the template “Lloyd” are shown in Ta-
ble (3). The succesive columns of the table, tabulate the
Token Number, the transcription of the word, the area of
the word image, the number of corresponding points re-
covered by the SLH algorithm, the match error EsLH
using the SLH algorithm and the affine transform. The
entries are ranked according to the match error Eg . If
either of A;; or Az is less than 0.8 or greater than 1/0.8,
that word is eliminated from the rankings. A comparison
with Table (2) shows that the rankings change. This is
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not only true of the invalid words (for example the sixth
entry in Table (2) is “Maybe” while the sixth entry in Ta-
ble (3) is “lawyer” but is also true of the “Lloyd™s. Both
tables rank instances of “Lloyd” ahead of other words.
The technique also shows a much greater discrimination
in match error - the match error for “lawyer” is almost
double the match error for the fifth “Lloyd”.

The method was also run on the Hudson document
(Figure (7)) and it ranked most of the words correctly
on this document. As an example, we look at the word
“Standard” on which the EDM method did not rank cor-
rectly. The SLH method produces the correct ranking in-
spite of the significant distortions in the word (see Figure

(10)).
3.10.1 Recall-Precision Results

Indexing and retrieval techniques may be evaluated us-
ing recall and precision. Recall is defined as the “pro-
portion of relevant documents actually retrieved” while
precision is defined as the “proportion of retrieved doc-
uments that are relevant” [31]. Figure 3.10.1 shows the
recall-precision results for both algorithms on the Senior




Figure 10: Rankings for template “Standard™ for the
SLH algorithm (the rankings are ordered from left to
right and from top to bottom).

document. The two EDM graphs are for two different
values of the area ratio (1.22 and 1.3). Notice that they
do not differ significantly, thus showing that the exact
values of the area ratio are not significant. The average
precision for the EDM and SLH algorithms on the Senior
document are 79.7 % and 86.3 % respectively. Note that
SLH performs significantly better than EDM. Similar re-
sults are obtained with the Hudson document.
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Figure 11: Recall precision results for Senior document

4 Image Retrieval

The indexing and retrieval of images using their content
is a poorly understood and difficult problem. A person
using an image retrieval system usually seeks to find se-
mantic information. For example, a person may be look-
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ing for a picture of a leopard from a certain viewpoint. Or
alternatively, the user may require a picture of Abraham
Lincoln from a particular viewpoint.

Retrieving semantic information using image content
is difficult to do. The automatic segmentation of an im-
age into objects is a difficult and unsolved problem in
computer vision. However, many image attributes like
color, texture, shape and “appearance” are often directly
correlated with the semantics of the problem. For exam-
ple, logos or product packages (e.g., a box of Tide) have
the same color wherever they are found. The coat of a
leopard has a unique texture while Abraham Lincoln’s
appearance is uniquely defined. These image attributes
can often be used to index and retrieve images.

The Center has carried out pioneering research in this
area. The Center conducts research in both color based
image retrieval see and appearance based image retrieval
(the methods applied to appearance based image retrieval
may also be directly applied to texture based image re-
trieval). We will now discuss appearance based retrieval
(the reader is referred to [3] for discussions about the
color based retrieval.

4.1 Retrieval by Appearance

Some attempts have been made to retrieve objects using
their shape [4, 24]. For example, the QBIC system [4],
developed by IBM, matches binary shapes. It requires
that the database be segmented into objects. Since auto-
matic segmentation is an unsolved problem, this requires
the user to manually outline the objects in the database.
Clearly this is not desirable or practical.

Except for certain special domains, all methods based
on shape are likely to have the same problem. An ob-
ject’s appearance depends not only on its three dimen-
sional shape, but also on the object’s albedo, the view-
point from which it is imaged and a number of other
factors. It is non-trivial to separate the different factors
constituting an object’s appearance. For example, it is
usually not possible to separate an object’s three dimen-
sional shape from the other factors.

The Center has overcome this difficulty by develop-
ing methods to retrieve objects using their appearance
[26, 27, 19, 25). The methods involve finding objects
similar in appearance to an example object specified by
the query.

To the best of our knowledge, ours is the first gen-
eral query by appearance image retrieval system. Sys-
tems have been built to retrieve specific objects like faces
(e.g., [29])). However, these systems require a number of
training examples and it is not clear whether they can be
generalized to retrieve other objects.

Some of the salient features of our system include:

1. The ability to retrieve “similar” images. This is in
contrast with techniques which try to recover the
same object. In our system, a car used as a query




will also retrieve other cars rather than retrieving
only cars of a specific model.

2. The ability to retrieve images embedded in a back-
ground (see for example the cars in Figure 13 which
appear against various backgrounds).

3. It does not require any prior manual segmentation
of the database.

4. No training is required.
5. It can handle a range of variations in size.

6. It can handle 3D viewpoint changes up to about 20
to 25 degrees.

The user constructs the query by taking an example
picture, and marking regions which she considers impor-
tant aspects of the object. The query may be refined later
depending on the retrieval results. Consider, for exam-
ple, the first car shown in Figure 4.1. The user marks the
region shown in the figure using a mouse. Notice that
the region reflects the fact that wheels are central to a
car. The user’s query in this situation is to find visually
similar objects (i.e., other cars) from a similar viewpoint
(where the viewpoint can vary up to 25 degrees from the
query).

The database images are filtered with derivatives of
Gaussians at multiple scales. Derivatives of the first and
second order are used. Differential invariants (invariants
to 2D rotation) are created using the derivatives. [19, 25].
An inverted list is constructed from these invariants. The
inverted list is indexed using the value of each invariant.
The entire computation may be carried out off-line.

The on-line computation consists of calculating invari-
ants for points in the query (which is a region in the im-
age). Points with similar invariant values are now re-
covered from the database by indexing on the invariant
values. The points obtained by indexing must also sat-
isfy certain spatial constraints. That is, the values of
the invariants at a pixel and at some of its neighbors
must match. This ensures that the indexing scheme pre-
serves the spatial layout of objects. Points which satisfy
this spatial relationship vote and the database images are
ranked on the basis of this vote.

The scheme described above works if the object is
roughly the same size in the query and the image
database. In practice it is quite common for the objects
to be of different sizes in a database. The variation in
size is handled by doing a search over scale space. That
is, the query is filtered with Gaussian derivatives of dif-
ferent standard deviations {14, 13, 12] and the image si-
multaneously warped. This allows objects over a range
of sizes to be matched [26, 27].

The query is outlined by the user with a mouse Figure
4.1. Figure 13 shows the results of a query. Notice that
a large number of cars with white wheels have been re-
trieved. For more examples, see [19, 25]. This retrieval

Figure 12: Car Query for retrieval by indexing

was performed on a database of 1600 images taken from
the Internet, the Library of Congress and other sources.
The database consists of faces, monkeys, apes, cars,
diesel and steam locomotives and a few houses. Lighting
and camera parameters are not known.

5 Conclusion

This paper has described the multimedia indexing and
retrieval work being done at the Center for Intelligent In-
formation Retrieval. Work on systems for finding text
in images, indexing archival handwritten documents and
image retrieval by content has been described. The re-
search described is part of an on-going research effort
focused on indexing and retrieving multimedia informa-
tion in as many ways as possible. The work described
here has many applications, principally in the creation of
the digital libraries of the future.
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Figure 13: The results of the car query.
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Document Image Matching and Retrieval Techniques

Jonathan J. Hull, John Cullen, and Mark Peairs
Ricoh California Research Center
2882 Sand Hill Road, Suite 115
Menlo Park, CA 94025
hull@crc.ricoh.com

Abstract
A brief survey is presented of several techniques for
document image matching and retrieval developed at the
Ricoh California Research Center. These methods are
given a document image as input and locate visually
similar or identical copies of the same image in a large
database.

1. Introduction

Document image matching algorithms are useful in
applications where the objective is to locate visually
similar or identical copies of a given document in a large
database. Applications of this technology include
automatic filing in which a user would like to store
documents with a similar appearance (e.g., business
letters, utility bills, etc.) in the same location. Content-
based retrieval is another application in which a single
sheet from a multi-page original is used to locate the
other pages.

Figure 1 illustrates a confidential document
monitoring system in which the objective is to
determine whether a given document image exists in a
database. Such an approach could be used to monitor
facsimile trafficc The transmission or reception of

specific images could be recorded or alerts issued when
certain documents were processed.

The rest of this paper describes several techniques
for document image matching. A general framework is
presented first. This is followed by a brief presentation
of two algorithms: one that uses symbolic features
extracted from text and another that uses features
extracted directly from CCITT group 3 or group 4 fax
compressed images.

2. General Framework

A general framework for document image matching is
presented in Figure 2. This follows the paradigm of
hypothesis generation and testing commonly used to
solve computer vision problems. Features are extracted
from an input document image as well as the images in a
database. Those feature descriptions are compared by a
similarity detection algorithm that locates a group of N
documents that are visually similar to a given image.

Equivalence detection is performed by extracting
another (perhaps different) feature description from both
the input document image and the N visually similar
document images output by the similarity detection step.
The output of equivalence detection are duplicates of the
input document that are contained in the database.

7/

fax machine

7

— W

Figure 1. Fax alerting application for content-based document image matching (from [2]).
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Figure 2. General framework for document image matching.

2.1 Similarity Detection

A technique for similarity detection is reported in [3]
that calculates a feature vector by imposing a fixed grid
on a document image and counting the number of
connected components of a certain size that occur in
each grid cell. Only connected components that are
approximately the size of characters are counted.

Experimental results showed that as few as 9
features (a 3x3 grid) could be used to locate duplicate
documents in a database of 979 images with a 98%
accuracy. The test set for this application was extracted
from University of Washington CDROM1 [6] and the
object of the test was to locate duplicates of the 125
images tagged as ‘E’ that are indicated by a
corresponding ‘S’ tag. The algorithm was applied to
each of the 979 images in turn. The ten images with the
minimum Euclidean distance to the input document
were output. The result quoted above means that 98%
of the time the correct match was contained among the
ten documents with the minimum Euclidean distance to
the input.
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2.2 Equivalence Detection Using Word
Lengths

A method for detecting equivalent document images in a
large database is reported in [1]. This technique
estimated the number of characters in each word of text
and formed features by concatenating the lengths of M
adjacent words. For example, with M=3, the phrase
“the rain in Spain” can be described by the features 3-4-
2 and 4-2-5. This feature description is tolerant to noise
in that incorrectly estimating the length of any word
changes at most M features. Also, this feature
description maps easily from images of documents to
their symbolic representations as ASCII files,
independent of how they are formatted.

Each such feature was used as a key for a hash
function and the identity of the passage of text from
which each feature was extracted was stored in a hash
table. At run-time, the features extracted from a text
passage were hashed and votes were accumulated in the
hash table. Documents in the database that obtained a
suitable number of votes were assumed to match the

input image.




A result of this work is the observation that the
sequence of word lengths extracted from a passage of
text can provide a unique identifier for the passage.
Experimental results showed that as few as 50
descriptors of length M=6 can be used to locate a
matching document in a database of 997 images.
Increasing the value of M reduces the number of
descriptors and increases the number of documents that
can be described by this method.

An adaptation of the word length hashing method
was used in a paper-based technique for document
image retrieval [5]. Small iconic representations for
document images were printed in such a way that the
visual appearance of the document was retained.
However, an address of the original high resolution
scanned image of the document in a large database
could still be derived directly from the icon. This was
done by printing text so that the numbers of characters
in each word could be determined from a scanned image
of the icon.

An example of an original document and the icon
derived from it are shown in Figure 3. It can be seen
that the general appearance of the document is retained
in the icon. This figure also shows the actual size of an

icon. Experimental results showed that 49 of these icons
could be printed at 600 dpi on a single sheet of paper.

2.3 Equivalence Detection Using Pass Codes
in Fax Images

Another technique for equivalence detection (outlined in
Figure 4) addresses the application scenario presented
in Figure 1 [2]. The input image (also referred to as the
query) and the images in the database are assumed to be
compressed in CCITT group 3 or group 4 format. The
x,y locations of the centers of pass coded runs in each
image are extracted. A subset of pass code locations in
each image are chosen that are contained in rectangular
patches of text. The two-dimensional arrangements of
x,y locations are compared using a modified Hausdorff
distance measure that compensates for x-y translation
[4). Itis assumed that skew would be normalized by
preprocessing using a technique similar to that proposed
in [7]. It is further assumed that it is not necessary to
compensate for scale change. A binary decision is
output that indicates whether the query image is
equivalent to a given image from the database. This
procedure is used to compare a query image
sequentially to each image in the database.
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Figure 3. Original image (a) and the icon derived from it (b).
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Figure 4. Document image equivalence detection on CCITT group3 or group 4 fax images (from [2]).

Figure 5 shows a one inch square patch of image
data and the pass codes extracted from it. It can be seen
that the two-dimensional arrangement of pass codes
represents the rigid arrangement of characters in a
passage of text. Aspects of the identities of the
characters, their font size, line spacing, and word
spacing are reflected in the layout of pass codes.

Experimental results on a database of 800 document
images showed that the two-dimensional arrangement
of pass codes extracted from a one-inch square patch
was 95% accurate in locating duplicate documents. On
average, only 190 pass coded runs were present in each
patch. These experiments were conducted on a subset
of the University of Washington CDROM. Analysis of
the errors showed that most of them could be accounted
for by various non-linear distortions not expected to
occur in practice.

3. Discussion and Conclusions

A general framework for document image matching
was presented that is similar to a hypothesis generation
and test paradigm. A group of N documents that are
visually similar to a given query image are first located.
The query image is then compared to each of these
images to determine whether they are equivalent (i.e.,
scanned from the same original).

34

Experimental investigation of several alternative
methods for document image equivalence detection has
yielded promising results. A method that used pass
codes extracted from CCITT fax images has shown
particular promise. Further investigation is needed to
determine how well this method performs in the context
of a complete systems solution that includes an
appropriate method for similarity detection. The
algorithm should be tested on a larger and more
heterogeneous database that includes a range of image
qualities.
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Declassification Overview

Tom Curtis
Department of Energy
Declassification Productivity Initiative

Abstract

Openness in government is a core principle of our democracy. Openness provides in-
formation the American people need to make informed choices and builds citizen trust
in our governmental institutions. However, the federal government is faced with an
huge backlog of classified documents to be reviewed. So far, several billion pages have
been identified. Motivated by the end of the cold war, a new spirit of openness, and
a new Presidential Executive Order on classifying and declassifying National Security
Information (NSI) dramatic changes are underway in the review, processing, and re-
lease of classified documents. Many federal agencies now have programs underway to
use automation to sanitize and release the unclassified portion of this information to
the American public. While almost all of these effort currently use automation only to
computerize manual review and redaction; these agencies will soon have accumulated
tens even hundreds of millions of document images to manage. At the same time the
new Electronic Freedom of Information Act (EFOIA) will allow the public access to
request such documents and information in electronic form.

One effort to develop leading-edge automated declassification tools is the Department
of Energy (DOE) Declassification Productivity Initiative (DPI). The DPI, a program
in DOE’s Office of Declassification (OD), is a comprehensive effort to use advanced
technology to increase document declassification productivity and accuracy. Almost all
documents to be reviewed and declassified are only available in non-electronic form.
Many of these documents are more than 40 years old; including carbon, Xerox, and
facsimile copies; and range from very poor to fair condition. The program’s current
research and development agenda is focused on the following areas:

Conversion of these documents to usable electronic form including automated scan-
ning, evaluating, enhancing, conversion to text, and meta data extraction.

Automatic duplicate detection and document content characterization.
Classification guidance knowledge representation.

Document content understanding and classified information detection.
Electronic storage and easy public access to declassified and release documents.

While currently, advanced technology development for declassification is limited to a few
programs such as DPI the new Executive Order, EFOIA, increasing demand for open-
ness in government, and dramatic shift by the public to electronic access to information
will drive the demand for powerful document Processing, access, and management tools.
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Drivers for Change

® End of the Cold War

e Public Demands for Openness

e E.O. 12958 - NSI Documents 25 years or older
® Electronic Freedom of Information Act

® Changes in How Public Accesses Information
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Document Sanitization

A Paper Process

® Locate documents

® Determine if classified

o Mark sensitive parts

® Remove marked portions
® Prepare sanitized copy

® Remove other sensitive non-classified
information

® Prepare & release final copy
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Initial Government Declassification

Automation Efforts

® Page Scanning
— 200-300 dpi - black & white

e Workflow - Electronic Routing

® On Screen Redaction & Annotation
® Indexing

® Quality Assurance

® Ouiput / Distribution
— Paper
— Electronic




DOE Declassification

Productivity Initiative (DPI)

® An advanced technology program to improve
document declassification productivity and
accuracy

e Objective: Develop advanced computer-based
document declassification tools

e Ultimately: Develop an intelligent computer
declassification system
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Examples of DOE Documents

A Dt N e imi A e T | _ &m Nanlai Rmognita Xerox
o dorey 4 by flimlly eided o aPrdQEIECS | Error Correction Accuracy | Accuracy | Accuracy | Accuracy | Accuracy
SovL Ty (hate wiivlatsione P TE Tl i (Marked) | (Marked) | (Marked) | (Marked) | (Marked
St i iy BT e "6%2 11 22.20 6% | 117%
Sing bedk Towriod s 115t myth

None 27.

) ) ) -) (—E
: Rejects only 27.20% N/A| 63.70% | 76.68 11
N e s 4 (0.00% ()| (6.55%) | (21.43%) | (0.00%
Acdinged b By g 2 AW EANAL | Tlejects and 1st 69.60 N/A| 67.73 N/A| 1.98
o ’*,-g;,,-},.ﬁ; 29 ar’i’ Level Markers (16.99%) (-) | (27.12%) ()] (0.28%
Mot wag baitariuticyifnifist | Rejects, 1st and 2nd | 74.43% N/AT 76.07% N/A| 538
. Level Markers (27.98%) (=) | (36.79%) ()| (0.39%)

Table 1: Character Accuracy
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Accuracy | 15.58% | 0.00% | 9.55% | 14.57% | 0.00%

Table 2: Word Accuracy
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DPI Program Initiatives

e Automation and Reengineering
the Declassification Process

® Document Conversion & Characterization
— Scanned Image Processing, OCR Improvement
— Sorting & Categorizing,

® Classification Knowledge Representation
— HyperLinked Classification Guidance Database

@ Classified Information Detection
— Text Analysis Project
— UltraStructure System

® Distribution & Access

— Opennet Internet Database
— Fractal Compression R&D
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® Declassification Community Automation
Increasing

e Automation Sophistication Increasing

® Law & Societal Trends Will Drive Further
Changes

® Document Image Technology Can Help Meet
the Communities Needs



Detection of Duplicate Documents and Text Retrieval in Image Domain
(D3/TR)

Henry F. Villarama, Harish Kathpal
Kathpal Technologies, Inc.
2230 Gallows Road, Suite 380
Dunn Loring, Virginia 22027
kti@kathpal.com

Abstract

In keeping with Executive Order 12958, the CIA intends to declassify documents
numbering in the millions. Currently, the document declassification process is

very labor intensive requiring an average of 3 to 10 minutes per page. Any reduction in
the processing time will significantly improve productivity in massive declassification
operations. This project investigates the availability and effectiveness of technologies in
identifying duplicate documents in very large collections of document images and
retrieval of text from images of a single document. The ability to be integrated into the
CIA’s declassification environment will also be analyzed. This research focuses on
duplicate database detection and text retrieval in the raster image domain in the absence
of optical character recognition. Areas of evaluation are functional performance,
interoperability, human and computer interface, and maintainability. The project will
involve research of applicable techniques/technologies such as:

Graphical Zoning

Page Segmentation
Automatic Scan and Indexing
Image Feature Extraction
N-gram Based Techniques
Character Shape Coding

This project is currently on-going under the direction of the Federal Intelligence
Document Understanding Laboratory (FIDUL). Project scope is limited to research of
availability and effectiveness of applicable technologies in the area of concern. Both the
duplicate document detection tool and text retrieval tool will be considered for integration
into the CIA Declassification Factory at project completion.

o4




A System For Table Understanding

Charles Peterman* Dr. C.Hwa Chang*
EECS Department, Tufts University, Medford, MA 02155

Hassan Alam**
BCL Computers, 2540 Mission College Blvd, Santa Clara, CA 95054

*{peterman,hchang}@eecs.tufts.edu **hassana@netcom.com

Abstract

The tabular format is the most compact way to
display data with multiple indices in an image. This
fact, combined with the prevalence of faxes and phone
lines as a means of data transfer throughout the world,
indicates the need for a flexible method of
interpretation of these images and the transfer of that
information to a database. The flexibility of this
method is gained by using a loosely constrained model
for the table as a whole, while using information
derived from the image to constrain the models for
each of five types of text blocks (data, vertical indices,
horizontal indices, title, and footmotes) and structure
(rows, columns, hierarchy of descriptive blocks) that
might be found within the table. The parameters for the
models are based on the white space and syntactic
relationships  present in the table.  Syntactic
relationships are built using a variant of the edit
distance algorithm proposed by Horst Bunke and by
using direct string matching. The boundaries between
entities based on these structures allow for the
detection of complex structures within the table, such
as the presence of multi-lined rows, and changes in the
column and row structures.

1.0 Introduction

The value of information depends upon how quickly it
can be disseminated to the people who need it. Printed
tables represent both a wealth of information and a
transmission bottleneck. As long as the data in the
table remains only on paper, it is slow to transfer and
correlate with other information. The process of
manual entry of the data from a table to a database is
time consuming and prone to human error. An
automated system of table recogmnition and
understanding would mitigate both of these concerns.
This paper focuses on table understanding, recognition
being a problem worked on by other members of the
BCL group.
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Table understanding is the process by which the text
information in the table is extracted into a searchable
form that preserves the text relations inferred by the
layout and syntax of the printed table. This process
consists of determining how the blocks of text associate
with each other. There are two general types of blocks:
data blocks and descriptive blocks. Data blocks are the
most numerous and regular in terms of content and
spacing relationships within a given table. Descriptive
blocks provide context to either kind of block.
Descriptive blocks that have the same kind of
associativity with data blocks (top down, left to right)
tend to share a common boundary with the data they
describe. These boundaries may be defined by changes
in any of the following characteristics from one region

to another:

Horizontal or vertical white space
Size and/or type of font
Justification

Presence and characteristics of lines
Content

Syntax of content

The information for defining a boundary between
regions can be generated from the table itself based on
the regularity of the features above along one cardinal
axis and their irregularity along the other.

It is unnecessary and cumbersome to work at the
image level for this type of analysis. For the purposes
of this paper, it is assumed that the table has been
recognized and extracted from the rest of the
document. Rather than working with pixels as the
smallest unit, it is preferable to work at the level of a
page description language. At this level, the image has
been segmented into lines and blocks of text, and the
text has passed through an OCR. Within this paper,
the term "block" of text refers to a data structure that
stores the location, content, tag number, and neighbor
relationships for a string of text. Location is stored as




the pixel coordinates of the upper left and lower right
of the block. The tag number is an arbitrary number
which uniquely identifies that particular block. The
neighbor relationships indicate which other blocks of
text are closest to this block in the cardinal directions
(north south, east, and west) by tag number. Vertical
and horizontal lines are also tagged with a unique
identifying number, and are stored by their upper left
and lower right coordinates along with the neighboring
blocks.

]

-
Shickness |
fa) mfip. Peuder - - —-—
1 841 (] ' - -
2 19 545 1 [ ] ||

Figure 1: The table image (left) and the block
equivalent

The equivalent block file would be similar to this:
block( 1, [X1,¥1], [X2,¥2], “Pb”{north: nil south: 2 east:
nil west: nil}).
block( 2, [X;,y1], [X2,¥2], “thickness”{north: 1 south: 6
east: nil west: nil}).
block( 7, [x1,1], [X2,¥2], “m.fp”{north: nil south: 10
east: 5 west: 6}).
block( 5, [x1,71}, [X2,y2], “Broder”{north: nil south: 3
east: nil west: 7}).
block( 6, [X1,y1], [X2,¥2], “(in)” {north: 2 south: 9 east: 7
west: nil}).
block( 9, [x1, 311, [X2,¥2], “1”{north: 6 south: 12 east: 10
west: nil}).
block( 12, [X;,y1], [X2,¥2], “2”{north: 9 south: nil east:
11 west: nil}).
block( 10, [x1,y1], [X2,¥2], “6.017{north: 7 south: 11
east: 3 west: 9}).
block( 11, [x1,51], [X2,¥2), “7.55”{north: 10 south: nil
east: 4 west: 12}).
block( 3, [x1,y1], [X2,¥2], “4.29”{north: 5 south: 4 east:
nil west: 10}).
block( 4, [xi,91], [X2,¥2], “5.45”{north: 3 south: nil
east: nil west: 11}).
line(101, [x1,y1], [X2,y2), {north: 6, 7, 5 south: 9, 10, 3
east: nil west: nil}).
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1.1 Application

Input File

I

Extract syntactic
characteristics of individual
blocks

Topological extraction of
simple structures

Extract Syntactic
Characteristics of Structures

Extract Topological
Characteristics of Structures

I

Using both sets of
characteristics, define
boundaries between different
regions of the table

Search for boundaries in
body section of table, define|
substructures

Output blocks with
appropriate labels ready for
extraction to database

Figure 2: Flow Chart of this Table Understanding
System

Throughout this paper there are two input
assumptions to keep in mind:

1. The input file contains the complete table;
there are no missing or extraneous features.

2. The text within the blocks has minimal OCR
errors (under 1%, preferably).

It is important to distinguish table understanding from

form understanding. Tables represent a mapping of
one or more indices to many pieces of data. The data
type is usually determined by one of the indices, and is
therefore regular along one of the axis. Forms
represent only a one to one mapping between indices
and data, in which there are no implications of
regularity of data. By this fact, forms are ill suited to
the methods developed in this paper.




2.0 Regions and Elements of the

Generalized Table Model

The regions of the model are defined by how their
content associates with itself and with the content of
other regions. The generic model for a table considered
for analysis in this paper in Figure 2. Viewing the table
as a compact layout of a database, the fields of the
database are the indices of the table. The data that the
index describes is found either under the index or to its
right. It is assumed that the data is either vertically
(column) or horizontally (row) aligned with the index
by which it is described.

Title Region

Vertical or
Horizontal
Indices
Region

Headers

Vertical Indices Region

Footnote or Title Region

Generic Table Model

Figure 3:

All regions in Figure 3 are optional except for the
Body. The Body region consists, at its most simple
level, of data completely without explicit indices.
Understanding of tables that consist only of data
without indices requires domain specific knowledge
that is usually highly specialized, and is therefore
inappropriate for consideration in this model. Such
cases are rare. The majority of cases considered have
the vertical indices, horizontal indices, and title
regions defined as well. The composition of the body
region is not limited to simple data cells consisting of
one text block. The body region may contain complex
data cells consisting of more than one text block, or
complex structures such as sub-tables. Few
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assumptions are made about the contents of the
regions.

While the model for the overall table is loosely
constrained, the behaviors of the elements of the table
are well defined. The elements include structures,
regions, and block descriptions. The primary
structures are flat rows and columns. A flat row is a
collection of blocks that have reciprocal neighbor
relations along the horizontal axis. Likewise for a
column, except that reciprocal neighbor relations are
along the vertical axis. Compound structures, such as
combined rows and sub-tables are combinations of
simple structures. Combined rows are groupings of flat
rows such that the primary index for one of the flat
rows in that group is descriptive of all data blocks in
those flat rows. Sub-tables are regions of the body in
which there exists at least one set of indices and data
blocks.

Regions are defined by the way the blocks they
include interact with each other and with blocks in
other regions. The title region is associated with every
other block within the table. Footnotes bind to another
specific block, which may either be data or descriptive.
Vertical indices are associated with columns while
horizontal indices are associated with rows. The body
contains the data described by the descriptive regions
and may contain sub-regions that function as vertical
or horizontal indices.

Within the descriptive regions, blocks are classified
as either being descriptive of other blocks within the
region or outside of the region. Data blocks are
associated with the descriptive blocks of the column,
row, and other structures that contain them.

3.0 Topological Models

The topology of a table is the primary source of
information about the individual blocks and the
significance of their contents. The coarse information
provided at the topological level may be sufficient to
successfully classify all blocks within a simple table.
From the input data the simple structures (rows and
columns) are extracted along with their topological
characteristics: size, position, the means of spacing
between  blocks, mean vertical size of blocks,
deviations from those means, and justification trends.
A figure of significance, o, is attached to each deviation
found. The value o is a function of the number of
times analogous deviations occur within the column or
row versus the total number of possible occurrence for
that deviation. The horizontal and vertical lines are
tallied independently with considerations for run
length, thickness, and number of blocks intervening.




The larger the total number of lines of a particular
grouping of characteristics, the lower the significance,
o, for those lines.

3.1 Boundaries between Regions

Once the topological data has been generated, it may
be parsed to find the boundaries between the different
regions: title, header, row label, body, and footnote.
(Sec figure 1.) The following characteristics are used
to define such boundaries.

3.1.1 Boundary between Title and Header
Regions

o Al blocks north of boundary have the same
justification and no horizontal neighbors.

¢  Blocks to the south of the boundary may have
horizontal neighbors.

e A horizontal line of o0 greater than a
threshold value may coincide with the
boundary.

e The vertical space between the blocks north
of the border and south of the border may be
smalier than the vertical space between the
Tegions.

3.1.2 Boundary between Headers and
Body/Row Labels Regions

¢ A horizontal line of a greater than a threshold
value may coincide with the boundary.

»  The vertical space between blocks along the
boundary might not coincide with the means
calculated for the respective columns of those
blocks.

e The boundary may be represented by a change
in the justification of the blocks, relative to the
column.

e The blocks below the boundary may be
uniform in sizing, while those above are

irregular.

3.1.3 Boundary between Row Labels and
Body/Headers Regions

A baseline assumption is that the leftmost column is
the horizontal indices region of the table. Supporting

evidence can be found in the following details:

o Irregular horizontal spacing between the
rightmost boundary of the blocks to the left of
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the boundary and the justification defined
boundary of the blocks to the right of the
boundary.

e Presence of a vertical line of « greater than a
threshold value coinciding with the boundary.

e The blocks right of the boundary may be
uniform in sizing, while those above are
irregular.

3.1.4 Boundary between Row Labels/Body
and Footnote/Title Regions

e Presence of a horizontal line of o greater than
a threshold value coinciding with the

boundary.

¢  Blocks below boundary have no horizontal
neighbors.

¢  Blocks below the boundary are left or center
justified.

e Vertical spacing of boundary is not the same
as the means of vertical spacing either above
or below it.

3.2 Read Order within Regions

Once the boundaries between regions have been
defined, the read orders of the blocks within those
regions are determined. The regions themselves are
partially defined by which set of topological rules
determine their read order. Read orders are assumed to
proceed either left to right, top to bottom, or a
combination of the two. Non-adjacent blocks may be
sequential in read order, as occurs within the indices.
Adjacent blocks which may be grouped together to
form one atomic descriptive entity (header, row label,
title, footnote) are called 'cells.'  The term 'super' is
used to describe any descriptive block within the
indices regions that describes more than one other
index within the same region.

The title region has the simplest read order, which
proceeds from top to bottom within the region. The
index regions, body, and footnotes have more complex
rules governing their read order.

3.2.1 Header Read Order

Headers are of two types: plain and super.  The
description ‘super’ is applied to amy block whose
horizontal span covers two or more columns. A super
header is a member of each of the columns that it spans
(Figure 3).  This span may be real, defined by the
horizontal length of the block, or implied A




horizontal span greater than the block length can be
implied by a line of run length shorter than the width
of the table, or by centering one block above the region
between the two blocks below it (Figure 4). ‘Plain’
headers occur within the horizontal bounds of the
column of data they describe, and have no visual
references to imply membership to any other column.
The header text string for an individual column may be
obtained by concatenating the header blocks for the

column in order from top to bottom.
TABLE 1
Assconnr Facrons woe WEl or i W

Weghts of hh_s

Performeass Perormence ‘Weagon Wepon
Categories Cunarrisics Y, n
Fisepower (.50} army defonting capability {ADCX45)} 39 (A%}
oo puimiog tims TWTY (8] (L]
somaions svailable - (AMAX2S) () 40
persome] dasnge cupabilicy [ o5 ] {50 [& 3
Mokiliy (20 crvbing range ORI (30 (49
spoed I35 (5] (30
bmactc crosmiag capeblley 00039 40 (A
Survivabiliy (.30) 2ot protction A0 (£ (o
evoeniod wes P5AY.25) (30 (X
active delcase sysims {ADSY.39) (&, ] [E.]

Figure 3: Super Headers in Rightmost Columns
based on Actual Horizontal Span of Block
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Figure 4: Super Header 'Project Managers' with
Horizontal Span Implied by Underlying Line

3.2.2 Row Label Read Order

A row label may either be directly or indirectly
associated with members of the body region. If a
member of the row label region is adjacent to a data
block, it is assumed to be directly associated with that
data block unless syntactic evidence indicates
otherwise. If the block is directly associated, it is said
to be anchored, and the read order is from left to right.
Without an adjacent data block, a member of the row
label region is assumed to be associated with at least
one anchored block and possible other unanchored
blocks. The formation of these associations of blocks
defines the problem of read order in this region.
Indentation is the most common way to discern these
associations. A ‘super’ row label will often have its
subordinates indented from it. Association of the super
row label to subordinates applies only to blocks that are
indented from that super row label that occur directly
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below the super row label or one of its subordinates.
Figure 5 provides a good example of this.

Pershare:
Eamings before
effect of 1992
aceounting change S 6N S 465 S 349 S 302 8 306
Net eamings ’ $ 64 S 465 S 218 5§ 3@ S 306
Cash dividends paid $10 § B $aB5 8 8 5 g
Atyearend:
Total assets $I9367  SI6T6  SI13T0 SO SN
Employees 98400 96200 92.600 80,000 9220

Figure 5: Indentation used to Denote Subordinate
Blocks

As stated in Section 3.2, often blocks may be
associated with their neighbors to form atomic units.
Most commonly, this occurs among row labels when
the text string is too long to fit into the column and the
label is divided between two or more lines of text.
Usually, only one of these lines of text will be
anchored. There are two possible cases, that the block
is associated with the one above it or the one below it.
If associated with the one above it, it is considered a
‘continuation' of that row label. If the unanchored
block is associated with the one below it, the block is
considered to be the '1st part' of that row label.

3.2.2.1 Association of an Unanchored Row
Label with its Southern Neighbor

This association is supported by the following
topological clues:

e The block above the unanchored block is
relatively indented.

e The block is closer to its southern neighbor
than it is to its northern neighbor (Figure 6).

e The southern neighbor of the unanchored
block is relatively indented, while its
southern neighbor is not indented from the
unanchored block.




Ecess of plan assets over

benefit obligation 116 24 , (82)
Unrecognized net experience

(gain) loss 6%) () 8
Unrecognized prior service cost

related to planpcll’mgs 63 6 - 3
Unrecognized net

wansition asset* #n 34 ()

Figure 6: Unanchored Row Labels Associated with
Southern Neighbors

3.2.2.2 Association of an Unanchored Row
Label with its Northern Neighbor

The label 'continuation' is applied to a block when it
is associated with its northern neighbor.  This
association is supported by these topological clues:

e The unanchored block is closer to its northern
neighbor than it is to its southern neighbor.

e It is indented from its northern and southern
neighbors.

3.2.3 Defining Sub-regions within the Body

Within the body region, data blocks are assumed to be
associatively related to their neighbors unless there
exists a sparsely reused or singular boundary condition
between the data blocks. Again, other boundary
conditions may exist which are based on changes in the
syntax of the table.

3.2.3.1 Topological Boundaries within the
Body Region

e Horizontal or vertical line of significance
greater than a threshold for such objects
within the body.

e  Vertical space gaps that are horizontally
aligned in all columns and are not consistent
with the means of vertical space between
blocks for the columns.

+ Existence of a block that spans multiple
columns.

4.0 Syntactic Models

The text of the table provides a wealth of information
concerning the hierarchy of blocks in the regions and
the boundaries between regions. Word matching
between the regions and sub-regions of a table and
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extraction of syntactic patterns from the table are tools
which can be employed to extract and exploit this
information. Recent advances in optical character
recognition reduce the possibility of miss-recognized
characters to levels that are tolerable for this kind of
analysis.

4.1 Syntactic Patterns

The data within a table tend to use syntax's that are
consistent within the columns or rows. In order to find
this syntax, a simplification of the text within each
block must occur. This method replaces each
individual character with a special character
representative of the grouping to which it belongs.
Characters not grouped into families are not replaced
or omitted. The resulting replacement string is called
the reduced regular expression, RRE for short.

Character Family = Replacement Character
[0-9] n
[A-Z] B
fa-z] Y

Table 1: Replacement Characters

Original String Replacement String
Juan Byi3]
123.8 ni3ln

Real (20.1 %) By[3] (n(2].n %)

Table 2: Original String versus Replacement String
(RRE)

Comparison between strings can now be made that
are sensitive to changes in context using variants of the
edit distance method developed by Horst Bunke[2].
The most recurring expression, and the types and
frequency of variations from that expression, are
recorded for each column and row. Neighboring
blocks that are within a threshold edit distance of each
other are clustered together. The thresholds are based
upon consistency of RRE's within the structure.
Multiple thresholds may be used to form various
strengths of clusters. A syntactic boundary is now
defined as the edge of any of these clusters. These
boundaries between different syntactic entities can be
used to find the boundaries between regions of the table
as well as find boundaries between sub-regions within
the body region.

If a column is found to consist uniformly of multiple
different RRE's, their ordering from top to bottom is




scanned for repetition of patterns of RRE's. If a pattern
is found, a substructure within the body region of the
table may be defined as one set of such a pattern. If a
pattern is not found, and the RRE's consists mostly of
non-numeric character, then that column is a
horizontal indices region candidate. Indentation, RRE
content of other columns, and word matching between
columns, are the verifying criteria for the candidate.
Figure 7 illustrates two tables that are detectable by
this method.

3% Contribution and functional facome (An ahternate problem s
3:2) The records of the Tarlock Company for the year ended Deceeber 31, 19X2,
revealed the following:

Loag-term rent, Indirect labor

factoey $ 200000 (variable) 1,400,000
Factory super- Fire insurance on

intendent's salwy 90,000 actory equipment 10,000
Direet Labor 4000000 Abeasives for
Sals 26,000,000 machiving 200000
Forrmen's salaries 200000  Factory methods
Advestising 5,690,000 stdies 90,000
Outting bits wsed 110000  Propeny s on

expenaca (variable) 400,000 Administrative
Direct matesial uged 7,000,000 executive salaries 500,000
Depreciation 0o

quipment 800,000
Inventories Noae

Figure 7: Two tables Side by Side

4.2 Word Matching

Direct word matching is also potent tool for table
understanding. Quite often two tables will be located
side by side. This is especially true if the two tables
contain information that is strongly related. At the
image level, it is difficult to separate these two entities.
At the text level, the second table can be detected by
finding recurrence of terms from the horizontal indices
region of one table in the column that serves the same
role in the other. This can also be accomplished by
dividing the vertical indices region in half and
comparing the two halves against each other for term
recurrence. In order to increase the accuracy of this
technique, a stop list of common words is used to filter
the words used in this comparison. By using the table
itself to generate its own key words, the cost of
building and using a lexicon is avoided.

4.3 Sentence Detection

Quite often, there are multiple blocks arranged
vertically that should be treated as a cell. These
regions, called flow text, should be identified and
grouped to prevent mistaken parsing. Usually, these
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regions form complete sentences or chains of
sentences. Using the syntax of a complete sentence,
i.e. starting with a capital letter and ending with a
punctuation, allows us to cluster these blocks together
and treat them as one logical unit.

4.4 Example of the Combined Application
of these Techniques

Mesch cbais i o o
econpmy’s deed Dokt 9d e el v 10 Sk : _ & 1
- .
UL defined bemedk plas: G
[T 2 10 i i
] m-u-h-v-hh&———l é i i 1]
Exp (1] “w w a
‘Nonl1S. defned benelit plas:
 Dincowet sace J AN LMK A% SDNe AN
® Increase it compesation levels ——| Ty Nt TH Y
NN TMpRE IR
Betipee medical laer
Dot Wt ———— X w - T3
[1.] 1.3 40
Carestmedical oot end e s s " 3 I
Uhinate sedica oo 2ead s 1] {1 ™ ’
‘Nedical cont rvad raie decremses
e »
Bffectof s 1% incremse i e sedical
costtrend rate (milicns): "
w L 4
mh?ﬂm N " . - R

Figure 8: Indentation and Word Repetition used to
Denote Hierarchy of Horizontal Indices

Figure 8 shows how the methods of this paper can be
combined. Note that all groups of blocks denoted with
lower case are grouping according to RRE. These
groupings are also supported by white space. Because
of the low number of horizontal lines, the significance
of each one is high. The line, combined with the
vertical gap coincidental with the topmost line and the
change in regular expression, suggests that block f is
the header region. Indentation and word repetition
denote the hierarchy of horizontal indices. Groups A
and B can be defined as sets of strings [1,2,3]. Note
that group A is indented from the string "US defined
benefit plan:", and therefore subordinate to it.

5.0 Conclusions and Future Work

The current system is realized in PERL running on a
Sun Ultra under the Solaris OS. Perl was chosen for its
dynamic structure allocation, speed of implementation,
and portability. The code for the demonstration




version is running under PERL for NT and will also be
made available in C++.

The January,1997 test was performed on a corpus of
100 tables. Table style varied within the confines of
the general model and included all types of elements
discussed in this paper. The results are as follows:

Total Missed Added
Body 3940 13 0
Headers 554 2 29
RowlLbls 1229 15 0
Titles 126 1 2
Footnotes 50 0 0

Table 3: Block Classification

As the results indicate, the header region was most
often made to large and encompassed blocks that were
not headers, or the headers were included with the
title.

Total Missed Added
1st part 58 1 0
Cont. 33 0 0
Anchored 978 10 0
Super 67 4 0

Table 4: Row Label Classification

Missed row labels were due to faulty assignment of the
boundary between row label and header regions.

Occured 10
Detected 10

Table S: Side by Side Tables Detection

The system described within this paper takes
advantage of white space and topological techniques
and enhances them through the use  syntactic
knowledge previously unexploited for this problem.
By combining exploiting both spheres of knowledge,
this system gains sensitivity to complex structures
within the table that are not detectable by topological
methods. Future improvements include:

e  Further refinements to the string comparison
algorithms for the detection of substructures.
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e Addition of information to the input block
file such as font type and style.

e Exploitation of new OCR features to capture
superscripts and subscripts so as to preserve
footnote relations.
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Abstract

While more documents are being published on-line,
the use of paper based documents is still growing. With
proliferation of computer printers and computer based
Jaxes, the paper-less office remains an elusive goal. To
incorporate the paper relatively seamlessly into
electronic transmission medium, there needs to be a
method for capturing the contents of document images
and inferring their logical structure and label. This
logical labeling and structure inference will help in the
ultimate goal converting paper automatically to
HTML. BCL along with a number of research groups
are attempting to develop algorithms to automate this
logical labeling. Algorithms contain deterministic and
stochastic pattern recognition techniques and are
under constant improvement and revision. To
effectively modify algorithms to infer logical labels
and structures, an intermediate level of document
representation is needed. Ideally this intermediate
representation should capture information that humans
use to infer logical labels and structure so that
algorithms can be rapidly written, tested. This rapid
prototyping will assist in testing out hypothesis on
document structure inference rapidly. This paper
presents BCL'’s BDOC an intermediate representation
of a document that capture much of the information
used in structural inference. Built with an object
oriented representation, BDOC allow easy access to
information about a document’s format and content,
allow for development and test of different document
structural hypothesis.

1 Introduction

Documents contain knowledge. Precisely, they are
mediums for transferring knowledge. In fact, much
knowledge is acquired from documents such as
technical reports, government files, newspapers, books,
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Journals, magazines, letters, bank checks, to name a
few. Automatic knowledge acquisition from documents
has become an important subject, and many people are
working to find new techniques of processing
documents. It makes sense to develop systems which
can acquire kmowledge directly by analyzing and
understanding the documents [1]. In order to do that,
the structures of a document must be defined first.
There exist a variety of definitions of document
structures. [2, 3, 4, 5]

As the document is a medium of knowledge, it can
be considered not only as a two-dimensional image - a
concrete document, but also a conceptual document
which corresponds to human thinking. The abstract
representation of these two kinds of documents are
conceptual structure and concrete structure. The
process of publishing or writing corresponds to
encoding the conceptual structure into a concrete
structure. Conversely, the concrete structure of the
document is decoded into its conceptual one in
document processing, ie. Three main stages are
composed in document processing, they are:

(1) Document analysis:
Concrete Document
Geometric Structure

extracting

(2) Document understanding:
Geometric Structure
Logical Structure

-mapping___,,

(3) Document decoding:
Logical Structure
Conceptual Structure

decoding >

Since 1960s, a great deal of research on the first
stage in document processing has been focused on
Optical Character Recognition (OCR).[6,7] Anda
ot of vendors such as XEROX and Calera have
claimed that they get about 99% percent accuracy.




More efforts are put on the second and third stage now
to build a complete system that can work on the three
main stages of document processing. As far as all the
methods that are concerned, they either employ the
geometric information from the image or base on the
semantic analysis of the document. But either way
must start from the concrete image structure. So if we
can develop a mechanism that can store both the
geometric and textual information of the document and
allow fast and easy access, we can exact as much
information as we can by working on the image level
only one or two pass, and let the later analysis base on
this mechanism and therefore more fast and effective.
For this purpose, we develop our BDOC. This paper
presents an overview of BDOC specification and
reference method. Section 2 describes the algorithms
that are related to features extraction for BDOC file
storage. Section 3 describes the BDOC specification,

Scanned Image

OCR

Section 4 give some example of BDOC usage and how
it benefits later logical and conceptual analysis. Section
5 describes the conclusion and areas of future work.

2 Feature Extraction

When there comes a document, first we scan it in and
save it as a TIFF format, second, we use the line
extraction and removal module to extract and remove
those lines in the image; The third step, is to employ
the RLSA algorithm to get a smear image; The fourth
step is to use the bounding box algorithm to get the
text cells; The fifth step is to post-process the text cells
to handle overlapping cells and to merge cells of text
into larger units, Then we pass the original image and
the text cells coordinates to a OCR engine to get the
text information for each text cells.

TIFF Format)

Line Extraction
& Removal

(Image after Line Removal )

RLSA

(Smeared Image )
B 4

Bounding Box

(Text Cells possibly with

overlaéling )

Handle Overlappin
& Merging

Text Cells with textual information

Figure 1. Diagram of the File Structure
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2.1 Line Extraction and Removal

Technical and financial documents usually have some
embedded tables. And many tables have horizontal and
vertical lines as defining features. Although we cannot
rely on lines to analyze table structure, if present, they
can give us valuable clues. Also, line attributes (e.g.,
thickness, double/single, dashed) can also help in the
table analysis. Hence, accurate detection of lines is
important in any document processing system. Besides
merely recording line location, it is also important to
be able to remove lines. This is needed for more
accurate text extraction and for white space analysis.

2.2 Run-Length Smoothing (RLSA)

When viewing the image globally on the first pass, we
may only be interested in primary features and not fine
details. To accomplish this, we smear the image using
a run-length smoothing algorithm(RLSA)[8]. For each
scan line, if a run white pixels is encountered that is
less than a particular threshold, these white pixels are
changed to black. This can also be applied to vertical
scan lines. The magnitude of the threshold value
determines how much smearing takes place in the
document image.
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Figure 2. Run-Length Soothing Algorithm

2.3 Bounding Box Algorithm And
Text Cell Extraction

The text cell extraction process is based on the well-
known bounding box technique[9]. However, to better
preserve inter-line spacing characteristics and produce
consistent text block baseline coordinates, we attempt
to remove descenders from the character bounding
Box. Then we create a nearest neighbor graph for those
cells that we generate after bounding box process. We
further analyze those overlapping cells, based on an
algorithm we developed, eliminating or merging some
cells to get a non-overlapping text cells graph. In the
final step, we merge together those cells which are
horizontally close into larger cells. This produces a
block graph similar to the one depicted in figure 4.




Income tax based on $300,000 reported income at 40% $120,000

Income tax based on $300.000 reported income at 40% $120,000
Income tax based on $100,000 taxable income at 40% —-40,000
Income tax deferred to future years $.80,000

The income tax reported on the income statement is the total tax ($120,000 in
the above example) expected to result from the net income for the year. In this
way, the expenses (including income tax) are matched against the revenue to
which they relate on the income statement. This matching occurs even though the
tax related to the revenue will be paid in a later period. This allocation of income
tax between periods is illustrated in the following journal entry:

Income Tax
Income Tax Payable
Deferred Income Tax Payable

40,000
80,000

120,000 I

Figure 3. A Example of a portion of document image

Figure 4. The Result After Line Extraction and Text Cell Extraction of the document shown in figure 3.

2.4 OCR recognized. After this step, we will get the textual
information which include text strings and font

) information for each text cells. Figure 5, show the
Once all the text cells have been generated as shown in eyt after OCR.

figure 4, the bitmapped image and the text cells
coordinates are passed to an OCR engine to be

[ ACTAT Ko AU T AT — [ciriiis]
s Fow Soead oo TTUV. WOV PamaXle Thagwe o+ i a1 ]
oy
[ aens_tox Taparied un vhe Teaane swoyengas 1y Che Farsl Fax [TV 3E1)

Save SIORplaT cxpaatad To totulE Tiak The et ihaswe far Re Yait. (» Ea]
panims suacl iATOwe Lsx) 4re malohas AIL_Lhe revere
ch Gy ralsle on Lhe tacowe sislmsmel. Tatd maloh SCoery wrens L
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Figure 5. Text Cells after OCR
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3 BDOC File Specification

In this section we describe our BDOC 2.0 file
specification.

The BCL BDOC file describes the text and/or tables
contained in a document. BDOC files can be
generated from bi-level (black and white) images,
Adobe PDF files, and plain ASCII text files. BDOC
files are plain ASCII files. The general format is as
follows:

<BOF>

<BDOC identification tag>

{

<header information section>
}

{

<line definitions section>

}

{

<phrase definitions section>

}
{
<table definitions section>

}
<EOF>

3.1 BDOC Identification Tag

This is a string that uniquely identifies this ASCII file
as a BDOC file. Version 2.0 uses $BDOC%.

3.2 Header Information Section

The header of a BDOC file contains useful information
needed to reconstruct the document. The header
contains entries of the form: <entry> = <attribute>;

The following entries are used in BDOC files:

Version = <BDOC file version>;

File = <source file>;

FileType = <source file type>;
XYMappingMode = <X-Y mapping mode>;
Origin = <origin of coordinate system>;
Units = <measurement unit>;
ConversionFactor = <conversion factor>;
Resolution = <coordinate points per

inch>;
Width = <width of document>;

Height = <height of document>;
NumberOflines = <number of line
entries>;
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NumberOfPhrases = <number of phrase
entries>;

NumberOfTables = <number of table
entries>;

where:

BDOC file version is a floating point number
indicating the BDOC file format version.

source file is the full path name of the file used to
generate this BDOC file

source file type is the type of document used to
generate this BDOC file. This can be any one of the
following: IMAGE, PDF, or TEXT.

X-Y mapping mode specifies the coordinate system. It
can be any one of the following:

MAP_RIGHT_UP

Positive X extends to the right, positive Y
extends up.

MAP_LEFT_UP

Positive X extends to the left, positive Y
extends up.

MAP_RIGHT DOWN

Positive X extends to the right, positive Y
extends down.

MAP_LEFT DOWN

Positive X extends to the left, positive Y
extends down.

origin of coordinate system specifies the origin. Can
be one of the following:

ORG_TOPLEFT

Origin is at the top left corner.
ORG_TOPRIGHT

Origin is at the top right corner.
ORG_BOTLEFT

Origin is at the bottom left corner.
ORG_BOTRIGHT

Origin is at the bottom right corner.

measurement unit can be one of the following:

INCH
Inches
M
Centimeters
PIXELS
Pixels




CHAR
Characters (used for text source files)

conversion factor is the scale factor for converting
coordinates to measurement units. This field is mostly
used with inches and centimeters.

coordinate points per inch is the number of coordinate
points per inch. This field is most useful if the
measurement unit is pixels.

width of document is the width of the document in
coordinate units.

height of document is the height of the document in
coordinate units.

number of line entries is the total number of line
entries in the line section of this BDOC file.

number of phrase entries is the total number of phrase
entries in the phrase section of this BDOC file.

number of table entries is the total number of table
entries in the table section of this BDOC file.

3.3 Line Definition Section

A line corresponds to a graphical line appearing on the
document. If the document source type is text, this
section will be empty. Both horizontal and vertical
lines are stored in this section.

A line entry has the following form:

LINE:[<ID>, <xI>, <yI>, <x2>, <p2>,
<thickness>);

where:

ID is a unique unsigned integer assigned to this line
(integer).

xl, y1, x2, y2 are the endpoint coordinates (integer or
float).

thickness is the thickness of the line (must be a floating
point number).

3.4 Phrase Definition Section

A phrase corresponds to the bounding box region of
text on the page. A phrase can be a partial word,
entire word, or series of words that are semantically
related. If the document source type is text, the

68

bounding box is simply the line number and first and
last character locations.

A phrase entry has the following form:
PHRASE:[<ID>, <xI>, <yI>, <x2>, <p2>,

<<north>>, <<south>>, <<east>>, <<west>>,

»<text>", <point size>, “<font name>", <font style>];

where:

ID is a unique unsigned integer assigned to this phrase
(integer).

xl, yl, x2, y2 are the bounding box coordinates
(integer or float).

<north> are the IDs of the phrases that are directly
above this phrase. (comma delimited integers)

<south> are the IDs of the phrases that are directly
below this phrase. (comma delimited integers)

<east> are the IDs of the phrases that are directly to
the right this phrase. (comma delimited integers)

<west> are the IDs of the phrases that are directly to
the left this phrase. (comma delimited integers)

text is the actual text string.

point size is the point size of the text (not always
defined - must be a float).

font name is the name of the font (not always defined).

font style is the font style. Can be one of:

NORMAL plain text

B bold

I italic

U underlined

BI bold-italic

BU bold-underline
IU italic-underline
BIU bold-italic-

underline

3.5 Table Definition Section

A table definition entry has the following format:

TABLE: [<ID>, <xI>, <yI>, <x2>, <p2>,
<number of rows>, <number of columns>];

{




CELL:[<_xI>, < yI>, < x2>, < y2>, <t>,
<b>, <b>, <r>, <# phrases>, <<phrase IDs>>,
<cell type>};

}

where:

ID is a unique unsigned integer identifier for the table
(integer).

xl, yl, x2, y2 are the bounding box coordinates of the
entire table (integer or float).

number of rows is the number of rows in the table
(integer)

number of columns is the number of columns in the
table (integer)

_xl, yl, x2, y2 are the bounding box coordinates of
this cell. (integer or float)

t, I, b, r are top, left, bottom, and right (respectively)
cell coordinates of this cell. We assume a table has
basic row-column indices. Cell coordinates are indices
into this basic grid of cells. This allows us to store
spanning cells or combined cells. (integers)

# phrases is the number of phrases that this cell
contains. (integer)

<phrase IDs> are a set of comma delimited ID
numbers that map to the IDs of the phrases defined in
the phrase definition section. (integers)

cell type can be one of the following:

C_TITLE

Title block

C_FOOTER

Footer block
C_SUPER_HEADER

Cell is a super column header
C ROW_LABEL

Cell is a row label
C_COLUMN_HEADING
Cell is a column heading
C_ENTRY

Cell is a basic entry cell (data)
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3.6 Text Segment Definition Section

A text segment definition entry has the following
format:

TEXT_SGM:[<ID>, <x]>, <pl>, <x2>, <p2>];
{

CELL:[< xI>, < yI>, < _x2>,< y2>, <t>,
<l>, <b>, <r>, <# phrases>, <<phrase IDs>>];

}

where:

ID is a unique unsigned integer identifier for the text
segments(integer).

x1, yl, x2, y2 are the bounding box coordinates of the
entire table (integer or float).

_x1, yl, x2, y2 are the bounding box coordinates of
this cell. (integer or float)

t, I, b, r are top, left, bottom, and right (respectively)
cell coordinates of this cell. We assume a table has
basic row-column indices. Cell coordinates are indices
into this basic grid of cells. This allows us to store
spanning cells or combined cells. (integers)

# phrases is the number of phrases that this cell
contains. (integer)

<phrase IDs> are a set of comma delimited ID
numbers that map to the IDs of the phrases defined in
the phrase definition section. (integers)

3.7 Layout Definition Section
A layout definition entry has the following format:

{
TopLeft = <Top_lefimost table or text block ID>;

TopRight = <Top_rightmost table or text block
ID>;

BottomLeft = <Botfom_ leftmost table or text block
ID>;

BottomRight = <Bottom_ rightmost table or text
block ID>;

CELL:[<table or text segment ID>,< <north
neighbors ID>>,<<south neighbors ID>>,




<<west neighbors ID>>,<<east
neighbors ID>> ];

h

*Note: table ID and text segment ID have the same
sequence space when we assign them.

3.8 Example BDOC file

<BOF>

$BDOCS

{
Version=2.00;
File=“C:\IMAGES\DOCS5.TIF”;
FileType=IMAGE;
XYMappingMode=MAP RIGHT_DOWN;
Origin=ORG_TOP_LEFT;
Units=PIXELS;
ConversionFactor=1;
Resolution=300;
Width=2560;
Height=3301;
NumberOfPhrases=2;
NumberOfPhrases=4;
NumberOfTables=1;

LINE:[1,10,50,10,100,3.001;
LINE:[2,200,25,400,25,5.00];

. <additional line entries>

}
{

PHRASE:[1,10,10,20,15,<3,5>,<>,<6>,<2,
8,9>,"Total Cost”,6.00,“Helvetica”,BI];

PHRASE: [3,50,260,100,275,<1>,<5>,<>,<4

,7>,”Revenues”,0.00,"“”,NORMAL] ;
PHRASE: [4,100,110,143,122,<>,<>,<3>,<>
,”$560.00”,8.20, “Courier”,U];
PHRASE:[5,10,10,20,15,<3,4>,<6,7,9>,<1
>,<8>,71,700.00”,0.00,”",NORMAL] ;

<additional phrase entries>

TABLE: [1,33,57,120,200,3,4];
{

CELL:{13.00,26.00,45.00,57.00,2,2,2
,2,2,<3,4>,C_COLUMN_HEADING] ;

CELL: [31.45,63.72,55.00,79.01,4,5,8
,8,1,<5>,C_ENTRY] ; ‘

. <additional cell entries>

<additional table entries>
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TEXT:[11,1120,57,2210,570];
{
CELL:[1120,57,1148,130,2,<10,11>];

. <additional text
block entries];

}
TEXT:{12,20,2000,2210,3100];
{

TopLeft = 1;
TopRight = 11;

- BottomLeft = 12;
BottomRight = 12;

CELL:[], <>,<2>,<>,<3,4>],

}
<EOF>

4 Examples of Usage of the BDOC
file

In this section, we give two examples on how to use the
BDOC file on further document analysis and give you
a flavor of how the BDOC file allow the easy access of
the information that we catch on the first pass.

4.1 Nearest Neighbor

During the logical inference, it’s quite often that we
want to find the nearest neighbor for a given table, text
segment or even the nearest neighbor for a given cell.
As we can see, BDOC file keeps two nearest neighbor
graphs, one is overall layout graph for text segments
and tables, one is for the whole cells inside the given
document. With these two graphs, we will be very easy
to program functions to access the neighbor for a cell
or block from either directions we want. The following
codes is an example of how to access the north
neighbor for the given table or the text block
“pTablel”, and it’s given in the codes that is under
MFC.




/* Ctable & Ctext are two classes that
derived from their parents Csegment;
SegList is the type CO pos; ){

pSeg = bList, and it keeps all the tables
and text segments;

return values: NULL, if there exist no
NORTH neighbor;

a point of type Csegment that point to the
first NORTH neighbor in the list */

Csegment* GetNorth (
{

Csegment* pTablel )

Csegment* pSeg=NULL;
POSITION pos;

pos=pTablel-

>m_Dir [NORTH] .GetHeadPosition();
if( pos )
pSeg = pTablel-

>m Dir[NORTH] .GetNext (pos);
return{ pSeg ):

}

Figure 6. A sample code of how to access the NORTH
neighbor of a given segment

4.2 Reading order assignment

How to retrieve the reading order of a given document
after it has been stored in the electric format is the
question of how to correctly inference the logical
structure of a document’s content from its physical
structure. Since a BDOC file keeps both the geometric
and semantic information of a document, it’s very easy
for us to program the codes to give the right reading
order sequence. For example, with the layout structure
shown in figure 7, since no segment( table or text
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block ) has east and west neighbor, it’s very clear that
we have the reading order starting from the top
segment on the page followed by its single SOUTH
neighbor till the end of page.

Figure 7. Reading Order Example with segments have
no West/East neighbor

Figure 8 is an little complicated example with the
reading order has two possible solutions. As shown in
figure 8 (b) and (c). But if we give more detail
analysis, we will find that indentation happens on the
first cell of the segment after the one column table
segment and there is no indentation on the first cell of
its right neighbor segment, so the right reading order
should be that shown in figure 8 (c).




Indeintation

®)

no indentation

(©

Figure 8. A document and its two possible reading order sequence

(a) the original document’s BDOC.
(b) one reading order (c) the other reading order

5 Future Work

Building a complete document processing system still
may be decades away. In order to reach this goal, more
effort should be devoted to it. New approaches should
be developed. Interdisciplinary studies, as well as
pattern recognition techmiques associated with Al
methods( such as natural language processing),
information science( such as information retrieval),
knowledge engineering, linguistics and other aspects
should be explored and employed. BDOC as an
intermediate representation of a document that capture
much of the information used in structural inference
will serve as an good reference for further analysis.

T2
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FaxAssist: Inbound Fax Routing Using Document
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Abstract

The feasibility of a fax routing method based on
document understanding was tested. Initial research
results confirmed this feasibility hypothesis. A
complete fax server and routing application which met
the precision and recall specifications was built. The
application was able to receive electronic fax
transmissions through a fax modem, perform document
analysis on the fax contents, and route the image and
text of the fax through an e-mail server to the intended
recipient with 95% or greater precision on a large and
variable set of sample faxes.

1 Identification of Significance

As faxes have been integrated into organizational and
enterprise communications infrastructures, the cycle
time, throughput and frequency of fax transmission has
increased while the cost of faxing has decreased.
Throughout the explosion in Internet usage, the
amount of faxing has continued to grow. According to
a 1996 Pitney Bowes/Gallup poll, fax is still the
preferred method of business communication among
both Fortune 500 and mid-sized business users.
Davidson Consulting, which estimates that 336 billion
pages will be faxed worldwide in 1996, surveyed fax
machine end users and dealers and found that fax toner
usage on existing machines rose at a 12% annual rate
from 1995 to 1996. IDC/Link Resources reports that
the computer-based fax market will sustain a 28%
compound annual growth rate from 1995 through
1999. Fax servers have been used to increase the
efficiency of fax transmission, thus lowering the
overall cost of this medium of communication.

Fax servers are shared fax resources installed on Local
Area Networks (LAN) and multi-user computer
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networks. They typically are installed on a gateway PC

or file server. They enable network users to:

»  Have computer files transmitted as faxes to any fax
machine or device

s Receive faxes from any fax machine or device at
the fax server (where the fax phone call
terminates) either for automatic print-out or to be
routed via some mechanism to fax or universal-
message mailboxes associated with each individual
end user (or department or workgroup) on the
LAN. Faxes are received as image files not as
computer-editable alpha-numeric files.

This paper discusses the use of document
understanding technology pioneered by BCL
Computers to develop a new fax routing application
that provides unprecedented levels of precision.

2 The Inbound Fax Routing Problem

Typically, faxes received by a fax server remain on the
server until manually routed by an operator who reads
the cover page and decides who is the intended
recipient. This poses several problems: first, the need
for human intervention in the inbound fax processing
leaves it open to delays and bottlenecks (as when the
operator is unavailable). Second, the cost of the time
spent routing can often offset the savings of using a
server and invalidate its economic value. Finally, the
privacy of the faxes cannot be guaranteed as the
operator has access to the fax pages.

Ideally the inbound fax should be as transparent to
the user as an inbound e-mail. It should be:

s Delivered in a timely fashion (as soon as possible),

s Delivered to any user location (remotely
retrievable),




= Integrated into an on-screen viewer,

= The image as well as character content should be
available for use in other applications,

s Faxes should be electronically archived and
indexed,

s Fax privacy should be controlled.

Besides having a clerk manually route faxes as
they arrive to recipients' in-boxes, several automated
methods of routing inbound faxes have been proposed:

DTMF: Dual-tone multi-frequency (DTMF) or
TouchTone. It involves the sender dialing an
extension number so a fax can be routed beyond the fax
server to a recipient workstation. Senders must know
recipients' fax phone numbers and extensions and,
once the receive-end fax system answers the fax call, to
enter the extension number at the proper time (this
sometimes is voice-prompted). Since DTMF involves
manual input, it doesn't work with automated fax
transmissions (delayed sends, auto re-dials -- the kind
of automated send that fax servers employ). In some
areas and countries where TouchTone is not in use,
DTMF may not be available or widely used by potential
senders.

Modified Handshaking: With this technology, a
sub-address is inserted into the fax handshake process.
Modified handshaking differs from DTMF in that sub-
addresses are detected during the handshake, so it
works with delayed send, auto re-dial, etc. But both
the sending and receiving fax systems must be
compatible with the same modified handshaking
system. The first modified handshaking systems were
proprietary. In 1993, the ITU-T created a standard
method called T.33 sub-addressing. Fewer than 1% of
the fax machine installed base supports any form of
sub-addressing, putting in question its applicability in
anything besides highly controlled environments.

DID: Direct-inward-dialing employs the same
telephone technology that allows people in large office
buildings to have a "direct line." With DID and LAN
fax, each workstation has a direct fax phone number,
but calis to all the different users' fax phone numbers
arrive over a single phone line (or common bank of
multiple lines). To install DID requires a fax server
equipped with DID-compatible fax boards or a DID
gateway or conversion module. Then the telephone
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company must install one or more special DID lines
(they're receive-only; additional regular phone lines are
needed to send outbound faxes). The phone company
assigns DID numbers (often in packs of 10, 50 or 100)
and then each user gets a fax mailbox corresponding to
that user's unique seven-digit fax number. All of the
fax phone numbers assigned arrive over the same DID
phone line(s) and the DID system in the fax server
node matches the seven-digit number to the proper
mailbox. Remote senders only need to know recipients'
ordinary fax phone numbers. Separate DID lines incur
monthly charges from the phone company plus
potentially substantial installation fees and delays.
Sometimes installing DID is complicated or
impossible.

TTI: Transmit terminal identifier (TTI) is the
term for the ID message that prints out at the top
margin of received faxes. It identifies the sender,
usually with a fax phone number and/or company
name. Fax servers can be programmed to recognize a
TTI and route all faxes with that TTI to a particular
workstation and only that workstation, making it
suitable for niche applications (e.g., POs routed to
users by geographic region).

Line Routing: With multi-line fax servers, faxes
received on each line (each with its own phone
number) can be routed automatically to a particular
department and then be auto printed or manually or
automatically routed from there. For example, if a fax
server has four lines, each line can receive faxes for a
different department (and all four lines can still be
used in a shared mode to handle all outbound faxes).

OCR/ICR:  Optical and intelligent character
recognition (OCR & ICR) may be used for automated
inbound routing, with some notable caveats. With
some OCR-based systems, senders must type the
receiver’s name in coded format -- e.g., <<Peter
Davidson>> and then a properly equipped fax server
tries to recognize the code to route the fax. With ICR,
handprint can be used and the fax server can search the
entire cover sheet for clues (recipient name,
department) via which to route faxes (LAN
administrators must input all user names, including
nicknames and even common misspellings). In either
case, precision is quite poor and the methods are
usually considered only expected to reduce the number
of received faxes needing to be manually routed.




Table 1. Comparison of existing routing methods

METHOD

APPROACH

RESTRICTIONS

Dual-tone multi-frequency (DTMF) or
TouchTone

The sender dials an extension number
so a fax can be routed beyond the fax
server to a recipient workstation

o  Doesn't work with automated fax
transmissions

¢  Senders must know recipients’
fax phone numbers and
extensions

e  Requires TouchTone

o  Requires n lines for n users

Modified Handshaking A sub-address is inserted into the fax | ¢  Requires T.33 hardware.
handshake process ¢  Fewer than 1% of the fax
machine installed base supports
any form of sub-addressing
Direct-inward-dialing (DID) Each workstation has a direct fax e  Requires a fax server equipped
phone number with DID-compatible fax boards

or a DID gateway or conversion
module

o The telephone company must
install one or more receive-only
DID lines

¢  DID lines incur monthly charges

e Remote senders need to know
recipients' individual fax phone
numbers

¢  Sometimes installing DID is
complicated or impossible

TTIL Transmit terminal identifier

An ID message that prints out at the
top margin of received faxes identifies
the sender, usually with a fax phone
number and/or company name

e  Requires sending unit to program
the TTI routing message.
¢  Sending units are not easily

programmable

Line Routing Faxes are received on separate lines, | ¢ Routing end-points are lumited to
each with its own phone number the physical number of lines.
e Manual routing is necessary for
unaddressed faxes.
OCR/ICR Uses character recognition to find e senders must type the receiver’s

USEr names

name in coded format
e  precision is quite poor

The absence of a satisfactorily precise fully
automatic and backward compatible routing technology
is the direct consequence of the nature of fax. Faxes
are analogous to standard business correspondence. It
is because of this analogy that they have been so
successful in penetrating the communications
infrastructures of business. The ancient and proven
business process of written communication via paper
was adapted for transmission over telephone lines
quickly because the switching costs were low. The
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process was left essentially unchanged. The envelope
which, in paper transmission, was used to ensure
privacy and routing, was replaced by the cover page.
However, unlike envelopes and their somewhat
standard addressing methods, cover pages were never
standardized. = Furthermore, due to the cost of
transmission, cover pages started being used for
messaging as well as addressing, further complicating
the standards problem.




3 Summary of Objectives

Theproblem of fax routing becomes the same as that of
correspondence routing. The understanding of the fax
contents and the identification of the recipient is
similar to the problem of understanding business
correspondence and identification of addressing
features in the image. Once the addressing features are
identified, the problem is one of deciding among the
possible recipients which is the intended. This is not
the same as positively decoding the name from the
image, but rather, can be thought of as eliminating all
the names which are not the intended, thereby
maximizing precision (minimizing mis-routing) not
recall.

While we planned to identify other blocks, we
focused on the address and message blocks because the
address block is crucial to routing. The message block
is crucial to avoid mis-routing.

Our work addressed the following technical
objectives:

s Address identification through feature analysis
s  Keyword detection

»  Distance measurement between target strings and
address blocks

»  Demonstrable implementation

The complete solution is under investigation,
however initial results have proven a precision of 95%
and a recall of 93%. That is, 5% of the faxes were
mis-routed, and 7% were not decidable and therefore
routed to a manual in-box. These results are highly
sensitive to the sample set and therefore this set will be
refined to reflect the most accurate approximation of
actual operating environments. Our ultimate goal is to
achieve 100% precision and above 95% recall.

3.1 Address Block Identification

The need for address block identification is due to the
large amount of noise information on the page which is
not relevant to the routing decision. The more
information on the page, the more time is required to
perform analysis.

The methods used in finding the address block
consist of rules for image cleanup (de-skewing, shade
removal) geometric feature extraction (line
identification, block bounding box detection) and
feature pattern analysis (attribute-value pair detection).
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A rules engine combines the result of this feature
extraction process and eliminates blocks of the image
from further analysis. The result is a set of blocks of
text which most probably contain the recipient name.
The system automatically polls the e-mail server for
the name list which shows the complete names of the
possible recipients, keeping the list up to date and
available at all times.

3.2 Keyword Detection

In order to reduce the confusion between recipient
names and sender names on the same page and within
the address block areas, keywords can be used to infer
the sender/recipient relationship.

The keywords which might help the identification
process are found through optical character recognition
(OCR). The OCR engine (from Xerox) is tuned for fax
analysis. This implies 200x200 resolution and only
black-on-white images. The keywords are searched for
in the address block sections only. Typical keywords
are “TO:”, “ATTN.”, etc. A large number of keywords
was selected including titles, directives, etc.
Furthermore, last name, first name and middle initial
permutations were devised to better find the name on a
page. We also looked into the problem of misspelled
names, abbreviated names, and nicknames being used.

3.3 String Distance Measurement

When comparing the result of OCR on a candidate
block with the name list, we measure the distance from
every name (last name augmented by first name
substrings) to substrings of the candidate text block. A
distance metric is used to assess degrees of similarity.




3.4 Demonstrable Implementation

The testing environment was chosen as a Microsoft
Exchange e-mail environment. The incoming faxes
are processed by a robot Exchange client. A routing
engine reads the queue and extracts any incoming fax,
converting it to a TIFF format. The TIFF cover page is
sent to the analysis engine which reads the recipient
list and decides the routing. The analysis engine also

extracts the text and layout of the fax message. The
image, address and text are then encapsulated into an
e-mail message and sent through the Exchange server
to the correct mailbox. The system requires the use of
an NT server for mail, fax receipt, analysis and
routing.

Figure 1 shows the system diagram of the
implementation of the routing algorithm.

FaxAssist Router

Store Fax

Exchange Client

E-mail to Clients

<

Exchange

IModem

Modem control
Fax capture

Fax store in server as
AWD file

FaxAssist analysis Engine

Polls Inbound queue
Reads TIFF images
Image Processing
OCR

Geometry Analysis
Name Analysis

Server

1

ebessew xe) punoqu)

afesseul [lew-8 punoqing

ist7 eweN

4

Generates routing token

bound Queue Outbound Queue

3

FaxAssist Router
Polls incoming Fax queue;

Converts AWD
attachments to TiFF

Stores TIFF files in
Inbound FIFO queue

Polls Qutbound FIFO
queue for routing token

If token available, creates

e-mail with AWD
attachment and text

Generates Name List

Figure 1. System diagram for the implementation of the Phase I routing algorithm.
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4 Implementation

The approach is to build an analysis engine that
receives a fax cover page image and maps it to any one
of a finite number of recipients based on the contents of
the cover page. The analysis uses the results of OCR to
search the name list for the correct recipient. However,
since OCR accuracy is not high enough for a direct
name match, and a single name may have multiple
permutations of first name, last name, and initials, a
fuzzy string matching technique is used to weight each
possible name occurrence on the cover page. To
decrease the possibility of false name identifications
(e.g., if more than one name appears in the text of the
cover page) page layout analysis is used to disregard
text blocks that potentially represent body text and
fields that do not contain a recipient name. Also,
geometric proximity to certain keywords that indicate a
recipient field is used to increase accuracy.

The Fax-Assist analysis engine receives as input a
fax image in TIFF format and a list of possible
recipients. If the image is a low-resolution (200x100
dpi) fax, the resolution is interpolated to a 200x200 dpi
image by duplicating each scan line. Thus, the 1:1
image aspect ratio is preserved. The recipient list is an
ASCII file containing the full name of each possible
recipient as well as their corresponding e-mail address.
If the analysis engine isolates the recipient in the list of
names, the corresponding e-mail of the recipient is
used in the routing process. If the recipient is not in
the list, or if the analysis engine could not discern a
recipient with a high degree of confidence, the engine
returns the e-mail of an account that handles faxes that
must be routed manually.

The analysis engine performs the steps shown in
Figure 2. Each of the steps is described in detail
below.
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Image Preprocessing

iyt

Feature Extraction

i

Geometric Analysis of Text
Blocks

iyt

OCR

Name Matching

L=

Figure 2: Fax-Assist analysis steps

4.1 Image Preprocessing

Because faxes are often skewed and may contain noise
as a result of scanning, the fax cover page image is
preprocessed before analysis can be performed. Skew
and noise often cause unwanted character recognition
errors. The ScanFix™ software package from Sequoia
Systems was used for image preprocessing. Parameters
for skew, dot shading, inverse text, and speck removal
were tuned to optimize the cleaning of fax images.

4.2 Feature Extraction

The location of text and graphical lines are recorded in
order to reconstruct the page layout of the fax cover
page. Text entities are expressed as rectangular objects
that are formed using the character bounding boxes.
First, the image is smeared using a global threshold
estimated to be the average inter-word spacing gap.
This effectively fills in white space between characters
in words. Word bounding boxes are formed by
calculating the bounding boxes on the smeared image




and approximating where the baseline of the text
exists. To better approximate the font size of the text
blocks, we set the lower coordinate of the word
bounding box to the baseline of the text, which
removed the descenders of the characters. Word
bounding boxes on the same baseline are then merged
based on the horizontal gap between the blocks relative
to the heights of the blocks. The end result is a set of
bounding boxes representing logical phrases of words

that are approximately the same font size. Figure 3
shows an example.
To: Mr.Vinh Tuong T e Yk oy
Company: 8Cl Computers Campxry. I Cantymies
Phone: Mrre
Fax (408)496-0680 Fox (N0
Original Bmap Smeared image
| | O 1
[ 1 ] [ 1 L ]
—
I S
Bounding boxes Merged bounding boxes

Figure 3 - Text block extraction

In addition to text blocks, horizontal and vertical
lines are isolated and removed.

4.3 Geometric Analysis of Text
Blocks

Before character recognition is performed on each text
block, the positional information of each block can be
used to exclude certain text blocks from the analysis.
This both increases speed and reduces the probability
falsely isolating a recipient field by reducing the search
space on the page. Text alignment, vertical spacing,
and block length are clues used to determine if body
text appears on the cover page.

4.4 OCR

This step returns the characters associated with each
block of text. The OCR engine used is TextBridge by
Xerox. The OCR engine was tuned for optimum
performance on 200 dpi fax-degraded images. Each
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text block calculated in the feature extraction process is
sent to the OCR engine. Since text blocks represent
the boundaries of words and phrases without the
character descenders, the text blocks are augmented
vertically to include any descender information.

4.5 Name Matching

The approach for finding the best name match is the
following. For each name in the recipient list, find all
occurrences of the name among the candidate text
blocks. A name occurrence exists if any permutation
of the first and last name of the recipient matches,
above a certain threshold, the text or any substring of
the text in any block.

When comparing the results of OCR on a
candidate block with the name list, we measure the
distance from every name (last name augmented by
first name substrings) to substrings of the candidate
text block. A distance metric is used to assess degrees
of similarity. The distance between two strings may be
evaluated using the Wagner-Fischer algorithm
implementing the Levenshtein string edit distance
measure. For two strings of equal length, the
Hamming distance between them is the number of
symbol positions at which they differ. This is the most
common method and it measures the minimum cost of
transforming the first string into the second when only

. substitutions are permitted and are given unit

weighting. When not restricted to comparing equal-
length strings, insertions and deletions will also be
required. When these are given the same weight as a
substitution, the minimum total transformation cost is
a metric proposed by Levenshtein (1965). For our
purposes, we used a weighted Levenshtein distance
where substitution errors are weighted by the
probabilistic confusion matrix of the OCR system in
use.

Therefore this method allows us to compare
unequal length strings, accounting for the errors OCR
is likely to make and measuring the distance of any
name string with the substrings of the target blocks. If
the minimum distance of some name exceeds some
threshold, then the target block most likely contains
that name.

When a set of name occurrences has been
generated, the following criteria are used to find if a
best match is present. I no best match is present,the
system returns the e-mail address of the manual router.

e Degree of string match
Whether recipient keywords exists
Distance to recipient field keyword




The following recipient keywords were used in the
analysis: TO:, ATTN:;, NAME:, ATTENTION:, MR.,
MRS., MS, DR,, DEAR. The FROM: keyword was
also used as a negative weight in the analysis.
Keyword matching is done using the same string
distance method used for the name matching.

Our analysis takes the best eight name occurrences
and does a pair-wise comparison between each one to
determine which has the higher probability of being
the correct recipient. If the comparison between any
two name occurrences yields an ambiguous result (i.e.,
neither name occurrence scores significantly higher
than the other using the criteria outlined above), then
both name occurrences are considered in the next level
of comparisons. Figure 3 gives an example.

Given four name occurrences and their respective
probabilities for recipient match:

{ A(0.90), B(0.50), C(0.65), D(0.60) }

A ; A (0.90 >> 0.65)
Cc
A : A (0.90 >> 0.60)
D

A (0.90 >> 0.50)

C/D (0.65= 0.60)

In both cases, A has the best probability for match.

Figure 4: Binary comparisons of each name
occurrence

If the process discerns one name occurrence as being
the best match among the top eight name occurrences,
then the e-mail address associated with this name is
returned. Otherwise, the system returns the e-mail
address of the manual router account, thus classifying
this fax as un-routable based on its cover page
contents.

5 Challenge Areas

The above summary has clearly demonstrated the
feasibility of approach for document analysis-based fax
routing. The methods applied proved worthwhile.
However, several problem areas have been identified
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and will be addressed in future effort. These are
summarized as follows:

5.1 Adaptive Threshold Assignment

The decision of which name most closely matches the
target block must be made given a threshold of
minimum distance allowable. This threshold distance
is a function of the length of the name string as well as
the quality of the image. Image quality can be
measured in several ways, but one method we are
considering is the ratio of Huffman encoded document
image size (total information content of the bitmap) to
the number of characters extracted via OCR. This is
analogous to a Signal-to-Noise ratio. The S/N measure
is used to adapt the threshold of acceptability of any
calculated string edit distance.

5.2 Rules Base for Decision

The combination of image, keyword, and OCR edit
distance analysis results are used to make two
decisions: 1. Which block is most likely to hold the
name of the recipient; 2. Which name from the
expected recipient list is closest to the name on the
page. A rules base combines the results of these
analysis and makes the final judgment. The results can
be either: name is found with a high degree of
certainty, name is not found, and name is uncertain.
Two measures of accuracy can then be calculated:
precision and recall. Precision measures the effect of
misrouting (a name is found with certainty but it is the
wrong name), recall measures the effect of not finding
the name with certainty. QOur rules base must be
trained to maximize precision.

5.3 Sample Selection

The question we need to ask is how many samples are
sufficient to give credence to our accuracy claims
(latest are Precision of 98%, Recall of 93%).

The answer can be arrived to by calculations of the
minimum sample size which exhibits statistical
properties of mean and variance within a maximum
error of the mean for a sample set given that the set is
normally distributed, we choose a confidence interval,
the sample mean is estimated, the sample standard
deviation is estimated.

The first question is: What is the sample's
measurable statistic? We chose to use file size as a
proxy for the page complexity. This is true because we
use Huffman encoding for compression. Huffman is




optimized for business communications (printed text)
and, since it's a lossless compression method, is a
measurement of the information content of the
document. Noise, handwriting and graphics and skew
all create larger files.

Given that we can use file size as our measure of
complexity/variance, we need to test that the samples
are normally distributed. @A Chi-squared test of
goodness of fit confirms this, as does a confidence
interval for an estimate of the mean of a normal
population.

Therefore, we know the size statistic is
representative of the variance in the sample set (from
handwritten to printed), the size statistic is normally
distributed, we measured the mean and standard
deviation of a representative set, the confidence
intervals are available from a look-up table and we can
assign the maximum error of the mean to 5%.

This means that with complete confidence, a
sample set of 1408 samples will result in a mean
within 5% of expected mean for a normally distributed
set of files with standard deviation-mean ratio of 0.57.
We need to find sample sets which fit these criteria in
order to tune and test our algorithms.

Table 2. Sample Sets

0.09558%7 [ I T
pdfl
—Poop 4
ssum
I
o, T
0 s1¢ 110 1610 210
a pincrement 168168

Figure 5. Sample Set “Del” Probability Density
Function of File Size Parameter

We generated three sample sets. One had a large
variance in the format of the image, the second varied
the number of recipients, the third introduced uniform
noise in the image.

SET NAME | SOURCE SAMPLES | NAMES IN IMAGE NUMBER OF
TARGET LIST QUALITY FORMATS
Del e Auto Dealer fax-back, 100 Medium 100
e  Fax software sample
cover pages
¢ Miscellaneous
BCL_Fax e  Word processor mail 686 229 Good 4
merge output
BCL_Fax2 e  Word processor output, 114 229 Poor 4
low resolution printing
with hand-fed fax
machine skew

6 Performance Measurements

Performance was tested with several algorithm
configurations and the results are shown in the
following table.
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Table 3. Sample Sets performance measurements.

Sample Set: "Del"
Number of Files: 100
Performance Time
Trial Correct Routes False Routes Rejects Precision Recall (% correctly routed) (sec/page)
1 75 25 0 0.750 1.000 0.750 -
2 87 8 5 0.916 0.946 0.870 18
3 88 5 7 0.946 0.926 0.880 48
4 91 2 7 0.978 0.929 0.910 48
5 80 4 16 0.952 0.833 0.800
Sample Set: "BCL_Fax"
Number of Files: 686
Performance Time
Trial Correct Routes False Routes Rejects Precision Recall (% correctly routed) (sec/page)
1 605 63 18 0.806 0.971 0.882 60
2 650 17 19 0.975 0.972 0.948 50
Sample Set: "BCL_Fax2"
Number of Files: 114
Performance Time
Trial Correct Routes False Routes Rejects Precision Recall (% correctly routed) (sec/page)
1 88 7 19 0926 0.822 0.772 60
7 Conclusion 8 Bibliography

Each of the research objectives were achieved and the
results show the basis for further development of a
prototype for universal automated fax routing.
Analysis of address block identification, keyword
detection, and string distance measurement methods
supported this feasibility analysis. Problem areas for
performance, rules bases, and sample sensitivity were
identified in the course of the effort and have been
described. BCL believes that this approach will
minimize the difficulty in solving the research
problems encountered.

We intend to extend the capabilities of the fax
router demonstrated for application in the field of fax
management and automation for the Department of
Defense. We plan to deploy a prototype system within
the offices of DARPA and use the test environment to
refine the analysis engine to the point where it can be
deployed universally throughout the DOD.
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Abstract

We present new techniques and results for word
recognition and for writer identification from
documents containing handwritten words. These
problems are complementary and require the
development of features which are dependent upon
word content but independent of stylistic variations for
the first problem and dependent upon style but
independent of content for the second. Accordingly, we
have developed both a set of style-dependent features
and a set of style-independent features. These features
have been applied to two handwritten document
databases: 1) a handwritten signature database
collected from company timecards for word (signature)
recognition and 2) a Chinese document database for
writer identification. Results are presented for both.

For solving the style-independent problem, we
present a new metric for invariant image recognition.
This metric offers a solution to a long-standing problem
in image recognition, the accurate detection and
recognition of objects in spite of the presence of noise,
distortions in the shape of the image (either due to
natural variation or differences in points of view), and
clutter which overlaps and obscures parts of the object.

1 Introduction

Two complementary image recognition problems occur
in the analysis of handwritten words. One is the
recognition of a word regardless of the writer and
requires style-independent features. The other is the
identification of the writer based on stylistic features,
independent of what is being written. In this report we
address both of these problems by developing a set of
style-dependent and style-independent features. For the
former we present a set of measures of the means and
the statistical variation among word sizes, shapes and
textures. We apply these to identify writers in a
database of handwritten Chinese documents. For the
style-independent features we develop a new measure
of closeness between two images which is insensitive to
image distortions, to noise, to overlapping text and to
global transformations such as scale, translation,
rotation and skew!.

1 These are transformations which apply equally to each
point in an image. The analysis presented in this paper is,
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The motivation for developing such a measure of
image closeness is to recognize two images as
corresponding to the same object even though they may
differ because of translation, scale, shear, local
distortions or noise. To accomplish this, a measure of
distance between two images is needed which is
insensitive to small local distortions and is at least
approximately invariant to the set of global
transformations of interest. Such a measure will be
described below.

1t is useful to characterize the difference between two
images by two separate parameters. The first, din, will
be referred to as the invariant distance between the
images, and is a measure of closeness of the images
after compensating for all transformations of interest.
The second is a measure of the amount of
transformation needed to optimally align the images.

This can be characterized by the vector A, which may
include rotation angle, translation, etc. Such a set of
transformations is implicit in the definition of din .

Fig. la illustrates example images, all of which are
considered to be distorted versions of the same object.

Gohn T Lot S

o o

a. Global transformations of one signature.

o Gotn. Qebn B,

b. Local distortions of one signature.

Fig. 1. (a) Different global transformations of a single
image. These include rotation, scale and shear. The
invariant distance is zero between any pair of images.
(b) Images with local distortions in addition to the
image shown in the upper left comer in (a). The
invariant distance is small between any two images.

however, equally applicable to transformations which are not
global in this sense, but may depend upon location.




The dot product, which measures the overlap of two
images, would fail as a measure of closeness. On the
other hand, the (rotation, scale, shear)-invariant?
distance between each pair is zero. Fig. 1b illustrates
another set of images which differ from those in Fig. la
by the presence of local distortions. The invariant
distance between any image in Fig. 1a and any image in
Fig. 1b or between any two images in Fig. 1b 1s not 0,
but is a small number, which measures an average size
of the local distortion.

A property of diny which plays an important role in
identifying images in the presence of noise, clutter or
camouflage is that it is not symmetric:

dinv(ls, I2) # dindTz, ) M

The distance from image 1 to image 2 is not the same
as that from image 2 to image 1; di.v is a directed
distance. diw(li, k) actually measures the extent to
which image 1 is a subset of, or is contained in, image 2
after compensating for the global invariances. While
this is not an essential property for an invariant distance
measure, we have designed di,v to be asymmetric to
enhance its utility for image recognition. For example,
Fig. 2 illustrates a prototype image and a set of images
which are essentially the same except for the addition
of noise, clutter or additional image pieces. For the
application of signature spotting, we could use
div(prototype, image) to measure the degree to which
the prototype is contained in the image. In contrast to
the use of a symmetric distance, this directed distance
measure is zero for all the images in the figure. Note
that if one were interested in recognizing an object
which may have pieces missing, then one could reverse
the direction and calculate di.v(image, prototype), but at
the expense of becoming more sensitive to additive
noise and overlapping features.

§otn

a. Prototype image.

b. Images with clutter, additional images and noise
added.

Fig. 2. The directed distance from (a) the prototype to
(b) each image is O despite the presence of additional
noise, clutter or additional word pieces.

The remainder of the paper will develop these
concepts and illustrate them with a problem in
handwritten signature recognition. Section 2 will

develop an approximation to di,v and to A which is

2 This notation will be used throughout the paper to
indicate in parentheses the transformations for which
invariance is designed.
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implemented by a simple algorithm. Results are shown
for several transformations. A comparison is made
with a complementary approach, based on small
distortions of smooth gray-level images, which was
developed by Simard, LeCun and Denker in [1]. Their
approach is limited to small transformations;
insensitivity to global transformations is achieved at the
expense of smoothing the image. The larger the
smoothing scale length, the larger is the range of
insensitivity to the global transformations. However,
this comes with a corresponding loss of detail in the
image. The approach presented in this paper
overcomes these limitations at the expense of the
restriction to binary images. For gray-level images the
algorithm can be applied to the binary image containing
the edges. Section 3 will illustrate the insensitivity of
the invariant distance under various image
transformations. Section 4 will demonstrate the
application to the problem of handwritten signature
recognition. This is a problem which requires both the
style-independent and the style-dependent features; a
person’s signature contains both his or her stylistic
characteristics as well as the style-independent content
of the word. Section 5 presents results on a purely
style-dependent problem, the recognition of writer from
a set of documents containing handwritten Chinese text.

2 Theory and Model Development

The invariant distance will be defined in terms of a
measure which is not invariant to global image
transformations but is insensitive to small distortions.
This distortion insensitive distance between two images
will be designated as di.s. The invariant distance can be
defined to be the value of dins obtained after having first
optimally transformed one image to best match the
other image. Let Tz represent an operator which acts

on an image I and induces a set of transformations
parametrized by A . Then

diev(I1, ) = dine( T;-_Il, L), V)]

where 4, is the set of transformation parameters which

minimize the above distance.

Calculation of the optimum transformation is in
general a difficult problem. However, an
approximation to the invariant distance will be
developed which can be implemented as a simple and
fast algorithm. This and the description of the
distortion insensitive distance itself are described
below.

2.1 The Distortion Insensitive Distance

We begin this section with a definition of a distortion
insensitive distance measure which applies to binary
(black and white) images. The distance from image I,
to image I, will be designated dins(1,, L,), and is defined
to be the root mean square distance of all of the vectors
which originate on a black pixel in image 1 and




terminate on the corresponding black pixel in image 2.
This is illustrated in Fig. 3 below.

b.
Fig. 3. Illustration of the ideal (a) and approximate (b)

distortion insensitive distance. Arrows represent
vectors which point from the black pixels in the
prototype image to corresponding points in the test
image. The distance is the root mean square of these
vectors.

Let 7" represent the coordinate of a black pixel

contained in image 1 and 7,” represent the coordinate

of a black pixel in image 2. Then each image can be
described by the collection of vectors:

L = {ﬁa }a=1,2..1vl ’ ®)

where N is the number of black pixels in image I, and
similarly for image 2. A global transformation of the
image is the set of transformed vectors:

Ti L {T;T R }a=l,2...N| ) “

If image 2 is identical to the transform of image 1 as
induced by the transformation operator 7}, then each

point in image 2 has a corresponding point in image 1,
as defined through the following equality:

T.7 = R ®)

Give such a correspondence, the distortion insensitive
distance can then be defined as

2 1 & 2 1 & 2
- —~a —~a _ ]
d,' = =2 - %) = 'A‘,’Z(a’n )

1 a=1 1 a=l
©®
where 07, = F°—F°. dis is the root mean

square deviation vector between the two images. It is
clear that this distance vanishes when I; is identical to
I,. Furthermore, if I, is almost identical to I, but differs
slightly through small distortions of the black pixel
locations, then the distance will be a small number
which measures the root mean squared deviation of the
black pixels from their locations in image 1.

In general, one does not have the convenience of
comparing two images for which there is a one-to-one
correspondence between black pixels. The general
situation is not one in which the image to be compared
is obtained from the comparing image solely by a
global coordinate transformation. For this situation, we
will maintain (6) as the definition of the distortion

insensitive distance, but with 7,° identified as the
nearest black pixel3 to 7;°, the a" pixel in image 1:

7' = thepointFin I, withthesmallestvalueof (F-7¢)" (7)

As illustrated in Fig. 3b, this provides an
approximation to the distance measure in (6). The
approximation is good to the extent that nearest pixels
are close in Euclidean distance to the corresponding
image pixels. This distance is a variation upon the
directed Hausdorff distances [2] and is implemented
efficiently using a dynamic programming algorithm [3].

2.2 The Transformation Invariant Distance
In the ideal case, we can find a transformation, TZ’

which transforms each vector in I, into the
corresponding vector in . Applying this
transformation to I, gives a distortion insensitive
distance of zero if one image is a pure transformation of
the other. We will define this resulting distance to be
the transformation invariant distance:

2 1 < =a Ta 2
w = -I—VTZ(T““ n —rz) , ®

a=1

where A, is the set of parameters which minimize this
distance. As above, in the non-ideal situation for which
one does not have a one-to-one correspondence
between black pixels in the two images, we will use this
definition with the points in image 2 chosen as the
closest points to each point in image 1.

3 If there is more than one point with the same
minimum distance, an arbitrary criterion can be used to
select one. Note that the word point will be used
throughout the paper to mean a black pixel with
coordinates x and y.




In general, this distance will differ from zero even
when image 2 is obtained from image 1 by a global
transformation because closest points are not always
corresponding points. But to the extent that a majority
of points in image 1 have closest points in image 2
which are nearby to the corresponding points, this is a
useful approximation. The utility of this definition is
borne out by experiments and will be demonstrated in
Sections 3 and 4 below.

Section 2.3 will derive closed form solutions for the
optimal transformation parameters based on moments

of the separation vectors O 7,". Because of the
approximation involved in replacing corresponding
points by closest points, the transformation found will,
in general, only be an approximation. A method for
improving the approximation is to iterate the procedure
with the following algorithm:

1) A, is calculated using the moments of 87,,°;

2) all points in image 2 are transformed using the
estimate of /'{0.

3) new separation vectors are now calculated and
the invariant distance is calculated;

4) repeat steps 1-3) several times.

2.3 Derivation of Transformation Parameters

The utility of the above definition of the transformation
invariant distance stems from the simplicity with which
the transformation parameters can be calculated. There
are a wide range of transformations which yield a
simple algebraic formula for the optimum
transformation parameters for distorting one image into
another. The general problem is to find the set of

parameters Ao which minimize (8). To simplify the
notation, we will write <...>; to designate the average
over black pixels in image 1, with the superscript ‘a’,
over which the average is carried, understood. Then,

differentiating (8) with respect to ;Lo , we obtain

aT;

=

adzinv

I,

= 7

0 =

i) 22)- o

A closed form solution can be found when the
transformation is a polynomial function of the
coordinates. The simplest situation is illustrated by a
linear transformation. Consider first a pure translation:

Rt —=or. (10)

Equation (9) then gives an estimate of the overall
translation as the average over points in image 1 of the
vector which points to the nearest point in image 2:

1

-=a
T; 1
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& = (i-h), = (67,), an

This solution can be used to translate image 2, and
simply corresponds to aligning the centroids of the two
images. The resulting value of (8) is the squared
translation invariant distance. After transforming
image 2, the points which were originally put in
correspondence with points in image 1 will in general
change. But if this is ignored, an approximate
evaluation of the squared translation invariant distance
is obtained as

dinv2 <6;-;22>1 - (5’712 >12‘ (12)

To this level of approximation, the translation
invariant distance is simply the standard deviation of
the nearest point displacement vectors from image 1 to
image 2. In other words, for a pure translation all of the
displacement vectors should be of the same length and
point in the same direction. The invariant distance
measures the extent to which this is not true, and hence
the extent to which image 2 is not simply a translation
of image 1.

As a second example, consider a pure rotation:

_ R(6) 7 cosf sinB__
r’ = ‘re = ) re.
6 ! —sin@ cosB /'
(13)
The resultant solution to (9) is
—(F, X7,
tan@ —-i%rﬁh (14)
(rl 'r2>1

where we define the cross product in two dimensions as

the following scalar:

nXn = Xy, =yx,. (15)

Repeating the procedure which led to (12) we obtain

an approximation to the rotation invariant squared
distance:

= Eh-2(RR)T GxR) + (),

1(16)

This is a distance which vanishes whenever image 2 is a
pure rotation of image 1, to the extent that the
correspondence approximation is valid.

In general any affine transformation can be
incorporated. In addition, many nonlinear
transformations can be included that still give rise to
analytic solutions for the deformation parameters and
the invariant distance. It is instructive to consider a
general transformation linear in the distortion
parameters, which may also be the linear approximation
to a nonlinear transformation:




+ 61 9L an
dA

Equation (9) then has the solution

81 = <x11xli+y“'_y|;>“l'<(x2_xl)x1)j+(y2—y1)y1;_>l’
(18}
where

ar ar
X. = —=X Yi = = (19)

1 dA dA

and the matrix inverse and multiplication are with

respect to the indices labeled by A. The invariant
distance can be expressed in terms of a projection

operator:

= ~ 1 oo, b
l'lab = lab - F" “<x11x11+y11y11>, ra

@0)

(ﬁ'ii)a = 0, @
dp? = N ((i-7) T, (-5))
@

The average indicated above is over both indices a
and b which label points in image 1. If the sets of

coordinates {F"li} Ly are thought of as forming
a=1..N,

template images, one for each value of A, then the
projection operator acts to project an image onto the
subspace of images orthogonal to each template image.
This enforces the vanishing of the invariant distance
when one image is a linear transformation of the other:

2 _
d, =0 for
X, =x+0x; , ¥y, =yt 52-:-)7“.__
(23)
Equation (22) can also be written as
dn? = (R=R)), = (G-R) 7)1 (R G- R)),
(24)

with summation understood for the repeated indices A
and A’, and I1 17 is defined as

Ilii’ = <x11x11'+y11y11'>,' 25)

Each average over black pixels in image 1 can be
represented equivalently as a dot product between
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binary image 1 and an appropriate gray-level image
derived from image 2. For example,

<(;:1 B ;..2)2 >1 =1 'Iz,dz (26)

is the dot product of image 1 with [ , g2+ the distance-

squared transform (as described in [4]) of image 2,
normalized by N;. Defining

(F-R)75), = Lody. @

the squared invariant distance can be written as a
nonlinear function of these dot products:

dinv2 = Il 'Iz,dz - (Il '12,1).1-111-1’ .(11 .Iz,i.') )
(28)

The images I ,7 can be thought of as moments,

which depend upon A, of the vector distance transform
of image 2, where the vector distance transform of an
image is the pair of x and y component images whose
pixel intensity values are the coordinate displacements
along x and y axes to the nearest black pixel in the
image.

If we desire invariance under an n-dimensional
transformation parametrized by A,, i =1,2,...n, then
from each image I, n+1 new images are derived whose
dot products with image 1, are used to form the directed
invariant distance. This distance measures the extent to
which image 1 is a subset of image 2. In Section 4
image 1 will be considered as a prototype image and
image 2 as the test image. Other applications may
require the reverse situation for which image 2 is the
prototype and image 1 is the test image.

2.4 Comparison with Tangent Distance

Simard, LeCun and Denker in [1] have developed a
complementary approach based on the intensity values
of gray-level images rather than on the locations of
black pixels in a black and white image. Their analog
of the transformation invariant distance is the tangent
distance, which is a measure of the overlap between
two images after having adjusted for the effect of an
infinitesimal transformation. The heart of the approach
lies in approximating a transformed image under the
transformation described in (17) by the first term in a
Taylor series expansion:

I(T,7) = I(F)+6/T-%(r~V)I(?) 29)

The second term above can be considered to be a
linear combination of template images:

’ (= dT -
I(r) = ZZ—A’:(r‘V)I(r). (30)




The approximation is seen to be valid only for images
which are sufficiently smooth so that the gradient image
exists. This is in general not true, but can be remedied
by smoothing the image sufficiently. One must trade
off smoothing the image to maintain invariance to small
transformations with loss of information from
smoothing too much.

The tangent distance between two images has been
defined symmetrically. For our purposes, however, it is
most instructive to consider a variant of the distance
which is asymmetrically defined as

dztangent = J.(dF)(Iz(F)_II(F)—aio.Ilio(?))z’
(31)

where 5/10 is the parameter set which minimizes this

squared distance. By analogy with the derivation in
Section 2.3, the minimization problem has the solution

sy = ([@1;01:0)) @)1 0E)-1L6)
(32)

and the squared tangent distance can be written as

g = (I =1 = (L1 ) (17, )
(33)

with the dot product used to denote spatial integration
and the prototype image, 12' ;» defined by

ar _

L, = —V(IZ (F)Er).

In spite of the similarities, there are some key
differences between the two methods. The invariant
distance in (28) is the average distance (in physical
coordinate units) that the object or objects in image 1
are from those in image 2. On the other hand, the
tangent distance in (33) is a measure of intensity
difference between the two images. In addition, the
invariant distance approach relies on a coordinate
description of an image. As such, it is most suitably
adapted to binary images. For gray-level images, it is
natural to use a binary image of object boundaries,
obtained for example from an edge detection or
watershed algorithm. The complementary tangent
distance approach compares gray-level intensity images
directly but requires the smoothing out of any sharp
intensity changes in order to calculate the gradient
image. This yields insensitivity to image distortions
which are of the same magnitude as the smoothing
scale length. Invariance to large transformations is
only obtained at the expense of large amounts of
smoothing, which can remove important details in an
image. In contrast, the coordinate description approach
does not require smoothing the image, and is
approximately invariant to large transformations, as is
shown in Section 3.

(34
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2.5 Implementation of the Algorithms

There are several approaches for implementing the
invariant distance measure when building invariance to
more than one global transformation. For example,
invariance with respect to translation, rotation, scale
and shear can be built in one step using (22). This is
approximately equivalent to using (18) to find the
distorting affine transformation parameters, using these
values to undistort the image, and calculating the
resultant distortion insensitive distance using (6). (22)
will only give an approximation of this resultant
distance because closest pixel identifications may
change after transforming the image. Similarly, the
transformation found in (18) will only be approximate.
In general, the closer the two images are, the better is
the approximation. A useful procedure is to iterate the
transformation algorithm: the transformation
parameters are calculated and the image is undistorted
according to these parameters. Then new
transformation parameters are calculated based on the
new image, and the image is undistorted again. When
iterated, this procedure has been shown to converge, in
practice, for a wide range of images from handwritten
characters, handwritten words and two-dimensional
images of three-dimensional objects. This procedure is
demonstrated in Section 3.

An alternate approach to calculating the full set of
transformation parameters in one step is to calculate
each transformation separately. That is, we could
calculate the net translation first and then translate the
image. Then we could calculate the rotation angle and
rotate the image, .. and so on. It is an open question as
to which procedure converges more quickly.

An effective implementation of the algorithm
requires overcoming certain difficulties associated with
the breakdown of the basic approximation assumed, the
equality of closest pixels with corresponding image
points. The following are special, somewhat
pathological cases which illustrate the extremes of these
difficulties:

Suppose the fit is almost exact. Then the computed
translation is effectively zero, and convergence to the
correct position may be very slow. A trivial example of
this is shown in Fig. 4. Here the prototype, shown
shifted vertically for clarity, is a single pixel off of the
image. Since all pixels in the prototype overlay their
nearest neighbors except for the one on the end, the
computed translation in pixel units is just 1/N, where N
is the number of pixels in the line. But the correct
value is 1 pixel. Convergence is slow.

Fig. 4. Translation convergence. The prototype, shown
in light gray, almost overlays the image which is shown
in dark gray. Each image consists of 8 pixels in a line.
The prototype is offset from the test image by 1 pixel.




Our solution is to apply a lower limit to the
translation: if it is less than a pixel, we translate a full
pixel in the indicated direction.

On the other hand, suppose the prototype does not
overlap the image at all, and the image is such that one
of its pixels is the nearest neighbor to every point in the
prototype. Fig. 5a shows an example of this situation.
Here the computed translation will center the prototype
on the common nearest neighbor, and the computed
scale factors will shrink the prototype to a single pixel.
By performing the translation step before the scaling we
avoid this problem completely.
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Fig. 5. (a) Degenerate scaling. Every point on the
prototype, shown in gray, sees the same nearest
neighbor on the image which is shown in black. (b)
The prototype will shrink to a line. (c) The prototype
will shrink to a flat object. (d) On the scale of the
original prototype the resultant distance after shrinking
in (c) is large.

However, a related problem occurs if a small object
is being compared with a large prototype as in Fig. 5b.
If, as in the figure, the object is a perfectly straight line,
a vertical scaling which reduces the prototype circle to
essentially a straight line will give the smallest resultant
distance. This is prevented by applying a lower limit to
the scale factors. A slightly more realistic situation is
shown if Fig. 5c, for which the small object is not
perfectly straight. In this situation, the circle would
again be scaled down to be very thin. As it stands, this
would result in a small scale invariant distance which is
misleading. This is easily remedied by always
comparing distances relative to the prototype size,
which is equivalent to scaling the object up to the size
of the prototype, as shown in Fig. 5d. This rescaled
distance is large, and hence there is no confusion that
the two objects are of similar shape.

3 Sensitivity Analysis

As pointed out in the Section 2.5, the implementation of
the transformation invariant distance depends upon the
assumption that closest points are corresponding points.
The breakdown of this assumption leads to the
approximate nature of the invariance to giobal
transformations. The purpose of this section is to
illustrate the extent to which this approximation still
leads to a useful measure of distance. We will illustrate
that the invariant distance between two images, one of
which has been transformed with respect to the other,
remains small even for large transformations. The
sensitivity to the amount of transformation depends
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upon the number of transform iterations taken, as was
discussed in Section 2.5.

Figs. 6a and b show a prototype signature and a test
signature which have been severely sheared with a
shear value of 1.5. This distortion corresponds to parts
of the image shifting by as much as 85 pixels or
roughly half the width of the 166 wide by 113 high
prototype image. The result of iterating the shear-
invariant distance algorithm is to distort the prototype
more and more to match the test image. The signature
produces a good match after 10 iterations and an almost
perfect match after 30 iterations.

P
oo S S 5%

Fig. 6. Illustration of prototype transformation under
several iterations of the algorithm. (a) depicts the
original prototype signature. (b) is the test signature.
In (c) the transformed prototype is shown from left to
right in sequence after 1, 5, 10 and 30 iterations.

Fig. 7 shows the range of insensitivity of the shear-
invariant distance for a range of shears of the signature
depicted in Fig 6.

15

10/

Number of Iterations

........... 10
30
p——e—n Euclidean D

Shear Invariant Distance (pixels)

.,
e,
=,

Shear

Fig. 7. Insensitivity of the shear-invariant distance to
shear for various iterations of the algorithm.

With 10 iterations of the algorithm the distance remains
less than 1 pixel for shears up to a magnitude of
approximately 1.0. With S iterations, the distance
remains less than the average width of the lines in the
image (5 pixels) over the same range of shear values.
The sensitivity decreases as more iterations are used.
For comparison, a scaled Euclidean distance is shown
to illustrate the high sensitivity of this metric under
image transformations.

Results for rotation, with angles ranging from 60 to -
60 degrees, and scaling, with scaling factors ranging
from 0.5 to 1.5, are similar to the above. Detailed
presentation of these results as well as those for




combinations of the various distortions will be
presented in a future paper [5].

4 Handwritten Signature Recognition

The invariant distance measure has been tested on the
problem of offline handwritten signature recognition.
The goal is to search a database of documents to
identify those documents containing a particular
writer’s signature, given one or more examples of the
signature. We use the invariant distance both to locate
and to classify the signature.

4.1 The Database

For this test, we generated a database of signatures by
digitizing the employee signature section of the weekly
timecards submitted by some of our fellow employees.
The database contains the timecards from 45
employees, each with 51 to 54 timecards, signed at
weekly intervals. The total sample size is 2384. By
spreading the signatures over a large period of time, as
opposed to having each person sign his or her name
dozens of times in succession, we have produced a set
of signatures containing a range of variations such as
different pens, different amounts of muscle fatigue and
different signing speeds.

A typical timecard document is shown in Fig. 8. The
signature has been modified in order to maintain
confidentiality of the actual signatures. The timecards
have a gray region in the upper left which, when
digitized to black and white, produces a speckied
pattern. There are also obvious lines and typewritten
text present, as well as several other handwritten fields.
Each sample was digitized in black and white at 100
dots per inch.

Fig. 8. Sample timecard from the database.

Noise removal algorithms were first used to clean up
each image. While the directional nature of the feature
extraction algorithm was designed to allow recognition
in noise, the removal of as much noise as possible
eliminates potential regions of the image which must be
searched, thus reducing evaluation time as well as the
false alarm rate. In addition we apply a baseline
adjustment algorithm to initially align the prototype and
image principal axes.

4.2 Results

A series of numerical experiments were carried out
using a reduced data set of 1857 documents from 35
writers. In the first set of experiments, a single
prototype signature from each of seven writers was

chosen from the database for evaluation. These
signatures are representative of the variation seen
across the database, but do not necessarily encompass
the full statistical variation expected from an ensemble
of writers. These seven signatures were used to search
for matching signatures in the total set of 1857
documents. The documents were cleaned by hand to
remove non-signature portions, though similar results
have been obtained on the raw documents with
automated noise removal.

For each search to find matches to the prototype
signature image, 12 parameters were calculated. These
included the (rotation, scale, shear)-invariant distance
from the prototype to the image, the distance between
the x profiles (integrated intensity along the y axis as a
function of x), the distance between the y profiles, the
first moments of the image and several ratios between
the prototype and the image. The ratios included aspect
ratio and the second, third and fourth moments of the x
and y profiles.

A feedforward neural network with 10 hidden layer
nodes was trained to determine, for each signature
document tested, the probability that it is a signature
from the same writer as the prototype signature. Half
of the data was used for training and the other half for
testing. The two halves were exchanged, the training
repeated, and the results averaged over both
combinations. Results are presented in Table 1 using
several combinations of features all derived from one
prototype signature. Combination C in the table used
only the invariant distance to identify signatures. B
included the x and y profile distances and the ratio of
aspects in addition to the invariant distance.
Combination A included the first moment and the ratios
for the second through fourth moment of the x and y
profiles, the x and y profile distances, the ratio of aspect
ratios and the invariant distance.

Table 1: Signature classification rate for three choices
of feature sets with the reduced dataset of 35
writers/1857 documents.

Feature Combination Mean | Standard
Deviation

A: all features 94% 5.1%

B : di,, + profiles, aspect 90% 9.8%

C: diny alone 81% 14%

The total percent correct, which is 100% minus the
sum of the false positive and the false negative errors, is
given. It is calculated at the threshold probability level
which minimizes the sum. A false positive is defined to
be an image which is falsely classified as a positive
signature match, while a false negative is an image
which is falsely classified as a negative signature
match. The data is averaged over the seven signatures
from different writers. For each signature, four




prototypes were selected to run four separate database
searches. The results are averaged over all four
prototypes. Both the mean and the standard deviation
of the 35 values for the individual writer classification
rates are shown. The large spread in the results is
reflective of the large variation in performance from
signature to signature. Several signatures achieved
close to perfect performance. Two out of the seven had
particularly poor performance.

A more extensive set of experiments was carried out
on the full set of 2384 documents. In contrast to the
previous experiments in which the feature set involved
comparison of the search image with each test image,
we developed a set of features for these experiments
which are intrinsic properties of each test image.
These are obtained by choosing a set of signatures from
the database to serve as prototype images. Every other
image is then analyzed in reference to the prototype.
The prototype images then serve as a basis set for
describing any image. For this experiment we have
chosen a basis set of six prototypes, one sample from
each of six writers. We represent every image by a
twenty four dimensional feature vector consisting, for
each of the six prototypes, of the invariant distance
between the image and each prototype, the root mean
squared distance between the two x profiles, the root
mean squared distance between the two y profiles, and
the ratio of the two aspects ratios.

Having represented every image by twenty four
numbers, we then use a nearest neighbor classification
scheme to choose the closest matches to a given
signature image. We define a correct match to occur
when the actual writer is the same as at least one out of
the top n closest images, with n ranging in our
experiment from 1 to 9. We have used a Euclidean
distance measure with a separate weighting constant for
each feature dimension. These weights were
determined by a genetic algorithm/neural network
combination optimized to find the set of weights that
minimizes the fraction of misclassification errors.

With n=9, we show the resultant classification rate in
Table 2. Results are shown with and without the use of
the invariant distance metric.

Table 2: Signature classification rate with the full data
set of 54 writers/2384 documents.

Feature Combination Mean | Standard
Deviation

A: all features 96% 6.3%

B : without diny 93% 7.3%

C: diny alone 80% 16%

Combination A in the table includes all 24 features.
Combination B excludes the 6 invariant distance
measures. Combination C uses only the 6 invariant
distance measures. These results are similar to the

neural network results on the reduced data set reported
in Table 1. They also indicate that the incorporation of
the invariant distance metric reduces the fraction of
errors by roughly 3%. The statistical uncertainty in the
classification rates is approximately 0.8%. Clearly the
majority of the variation described by the standard
deviation arises from the large writer to writer
variation.

In Fig. 9 the classification rates are shown for each of
the 45 individual writers, sorted from worst to best
performer. This sort can be used to rank the writing
variability and consistency. The worst performers tend
to have highly variable signatures. If one considers
several signatures from such a writer, they appear to the
human observer to be written by several different
writers rather than a single writer. In contrast, the good
performers in the figure have handwriting which is very
consistent and is easy to identify as belonging to the
same writer.
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Fig. 9. Classification rates for each of the 45 writers.

40 45

Fig. 10 shows a histogram of the classification rates
for n equal to 1, 2 and 9, obtained from the above figure
by binning the data in classification rate bins, each 10%
wide.
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Fig. 10. Histogram of classification rates for selection
of the closest 1, 2 and 9 nearest neighbor images.

As the number of closest images used ranges from 1 to
9, the histogram peaks more and more toward the
higher classification rates, as expected.




5 Chinese Writer Recognition

The objective of this problem is to separate a large
number of handwritten documents according to writer.
As a step toward this goal, we seek a set of features that
can be computed for each document such that the
nearest document in this feature space is written by the
same writer. Once the set of features has been chosen,
a set of weights for these features is chosen which
minimizes the distance between documents by the same
writer and maximizes the distance between documents
by different writers.

A database of 106 Chinese documents from 15
writers has been generated by the Department of
Defense (DoD). Pieces of two example images are
shown below in Fig 11. Sample characters of each
writer are shown in Fig. 12.
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Fig. 11. Example Chinese documents from two
different writers in the DoD database.
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For each document in the database we group
connected components into characters. We then
calculate a set of features for each character from which
we obtain the mean value and standard deviation of
each across the set of characters in the document. The
features are used with a nearest neighbor classifier to
evaluate the writer identification results. That is, given
a new document to test, we evaluate its feature vector
and search for the n closest feature vectors. The
identify of the writer for the test document is assumed
to be that of one of the n closest matching documents.
We elaborate these concepts and show these results for
the DoD database below.
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Fig. 12. Sample characters from each of the 15 writers
in the Chinese document database. The samples are
ordered according to writer identification numbers 1 to
15, with the top row beginning with 1, 2 and 3 from left
to right and continuing in the same order to the next
TOWS.

5.1 Character Grouping

Each black and white text image was segmented into a
collection of connected black areas or connected
components. Any component with fewer than three
black pixels was discarded as being due to image noise.
The expected height and width of the characters on the
page were calculated as the 97" percentile values of the
height and width distributions of these components.

The components were then grouped into characters as
follows. First, all components smaller than 1/4 the
expected character size and more than 1/4 the expected
character size away from other components are
classified as punctuation marks or noise and removed.
A box with the expected character’s size is drawn
around the center of the largest component not yet
tagged as being part of a character.

We define an error measure which describes how
well this box fits the character containing this
component. The error is defined as a ratio of two




component areas, where we define component area as
the number of black pixels in the connected component.
We define A, to be the area of all of the connected
components within the box which have not been
assigned to another character. A, is defined to be the
total area of all connected components which have
some overlap within the box whether or not they have
already been assigned to a different character. Then the
error measure is defined to be the ratio Ay/A;. By
shifting the box around so that this error is minimized
we obtain a grouping of components that belong to a
single character.

All components with more area within this box than
outside it are grouped into a character if they have not
already been assigned to another character. A second
box is drawn around all of the components in the new
character. Again, all components with more black
pixels inside than outside of this box are tagged as
being part of the character.

Sometimes a small component from a neighboring
character is erroneously included. If a component in
the new character is too isolated from the other
components, it is removed.

5.2 Features

A number of features, 40 altogether, were computed for
the components and characters. For each document, the
ratio of the standard deviation to the mean was
computed for the area, height, and width of the
components:

= —Are (35)

The standard deviation and mean of the aspect ratio
(width to height ratio) of the components were also
computed.

For the characters in the document, the same features
were calculated as well as the standard deviation and
mean of the number of components per character, of the
horizontal spacing between characters divided by the
mean character width, and of the vertical spacing
divided by the mean character height. These features
were designed to be dimensionless and independent of
the resolution of the document image.

Fig. 12. Ring and wedge shaped regions over which
the power spectrum of characters 1s summed.

In addition, texture features were computed based on
the power spectrum of the characters. The power
spectrum was computed from the Fourier transform of
each character. The power spectrum was then summed
over six rings of equal area and over four double-
wedges of similar area. The shapes of these regions are
illustrated in Fig. 12 above for four rings and four
wedges.

The ring sums are insensitive to rotation but are
sensitive to changes in scale. The reverse is true of the
wedge sums, and so the two sets of texture features
complement each other. The wedge regions are
symmetric about the origin because the power spectrum
is symmetric about the origin.

5.3 Results for Chinese Writer Identification

Classification results are shown in Table 3 for the DoD
database of 106 Chinese documents written by 15
writers. Shown are the mean and standard deviation of
the 15 individual classification rates. The individual
rates are based on small sample sizes ranging from 6 to
30 documents each. The statistical uncertainty in the
mean classification rate arising from this small sample
size is approximately 1.4%. These results are based
upon nearest neighbor classification with fromn =1 to
9 nearest neighbors selected. As with the handwritten
signature problem, we identify a test document as
correctly identified if any one of the n neighbors has the
correct writer identity.

Table 3: Chinese writer classification rate.

Number of Neighbors ;| Mean Standard
Used For Classification Deviation
1 98% 4.7%
2 98% 4.7%
5 99% 3.7%
9 99% 3.7%

For the case with 1 nearest neighbor classification,
there are only two errors. One document from writer 4
is incorrectly assigned to writer 2 and one document
from writer 3 is incorrectly assigned to writer 5.

The numbers of documents in the database for each
writer are listed in Table 4 below.




Table 4: Tabulation of number of documents for each‘
writer for the Chinese document database.

Writer J| Number of
LD. documents
1 10
2 7
3 71
4 8
5 7
6 7
7 6
8 6
9 7
10 5
11 8
12 8
13 7
14 6
15 7
o

Though the number of documents per writer is small
in these experiments, the results are encouraging with
average writer classification rates of 98% to 99% as the
number of of nearest neighbors considered varies from
n=1 to n=9. The variation in the individual writer
classification rates is in the range of 4% to 5% (one
standard deviation) and varies from a minimum of 86%
for the most difficult-to-analyze writer to 100% for the
easiest.

6 Conclusions

A new measure has been defined to calculate the
distance between a pair of images. This distance is
insensitive to small distortions of the image and is
approximately invariant to a set of global coordinate
transformations which can be selected to best solve a
given image comparison problem. The distance has
been shown to provide a good measure of image
closeness for a wide range of image distortions. These
include shear, with shear values in the range of -1.5 to
1.5, rotation, with angles in the range of -60 to 60
degrees, scaling, with scale factors in the range of 0.5 to
1.5 and translations to any distance.

The transformation invariant distance, combined with
other features which capture size and shape
information, has been applied to a problem in
handwritten signature recognition with encouraging
results. Results on the Logicon timecard database
indicate a classification rate of from 81% to 96% for
respectively 1 to 9 nearest neighbor classification, when
averaged over 45 writers and a corresponding spread in
the rate from writer to writer of 15% to 6%. The
transformation distance gives an improvement of 3%
over the use of the size and shape features alone.

A set of stylistic features was developed to identify
the writer, independent of text content. 40 features
were used to identify the writer on a set 106 Chinese
documents written by 15 writers. Preliminary results
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indicate mean writer identification rates of 98% and
99% for 1 and 9 nearest neighbor classification
respectively.
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Abstract

We present a methodology for OCR that exhibits
the following properties: language-independent feature
extraction, training, and recognition components; no
separate segmentation at the character and word
levels, and the training is performed automatically on
data that is also not presegmented. The methodology
is adapted to OCR from continuous speech
recognition, which has developed a mature and
successful technology based on Hidden Markov Models.
The language independence of the methodology is
demonstrated using omnifont experiments on the
DARPA Arabic OCR Corpus and the University of
Washington English Document Image Database 1.

1 Introduction

During the last two decades, a revolution has taken
place in continuous speech recognition (CSR)
technology. The earlier technology struggled to
perform recognition using a presegmentation stage,
where the speech was segmented into tentative phonetic
units, followed by a recognition stage that employed a
set of acoustic-phonetic rules that were written by hand.
Furthermore, the training data was laboriously hand-
segmented and labeled at the phonetic level. The
technology was very language-dependent new
segmentation and recognition algorithms had to be
written for each new language. In contrast, the new
CSR technology, which is based on the use of hidden
Markov models (HMM) [1] to model phonetic units,
has proven to be language-independent and does not
require presegmentation of the data, neither during
training nor recognition. The improvements in this
model-based CSR technology in the last decade have
been truly phenomenal [2].

In this paper, we show how the same CSR
technology based on HMMs can be adapted in a
straightforward manner to the problem of optical
character recognition (OCR) [3]. In fact, after a line-

99

finding stage, followed by a simple feature-extraction
stage, the system utilizes the BBN Byblos CSR system
[4], with no modification, to perform the training and
recognition. The whole system, including the feature
extraction, training, and recognition components, are
designed to be independent of the script or language
used. The language-dependent parts of the system are
confined to the lexicon, grammar or language model,
and training data. Furthermore, this technology does
not require presegmentation of the data at the character
and word levels, neither for training nor for recognition.

We demonstrate the power of the new methodology
using the DARPA Arabic OCR corpus, which consists
of scanned text from a number of sources of varying
quality.  Arabic text is known to present special
challenges to OCR because the characters are connected
for the most part and the shape of each character changes
depending on the neighboring characters. To
demonstrate  the  script-independence  of  this
methodology, we also report on experiments with the
University of Washington (UW) English Document
Database I, using the same basic system as the Arabic
recognition system.

There have been a number of attempts to use HMMs
in OCR [5,6,7,8,9,10,11]. This work presents a
number of departures from other studies: (1) This may
be the first attempt to use a CSR system directly to
perform OCR; (2) it represents the first attempt to use
HMMs for Arabic OCR [12]; and (3) the major
components of the system (feature extraction, training,
and recognition) are intended and designed to be
language-independent, and have already been
demonstrated in two different script families.

In Section 2, we present the general probabilistic
methodology used, including a brief introduction to
hidden Markov models and a description of our general
OCR system. Section 3 details the various parts of the
system, including the preprocessing and feature
extraction stages, the HMM model structures used, and
the training and recognition components. In Section 4




we describe a series of experiments performed on the
Arabic OCR corpus and in Section 5 we present our
initial results on English OCR.

2 Probabilistic Paradigm

2.1 Problem Setup

Given the scanned data from a line of text, our basic
probabilistic paradigm attempts to find that sequence of
characters C that maximizes P(CIX), the probability of
the sequence of characters C, given a sequence of feature
vectors X that represents the input text. Using Bayes’
Rule, we can write:

P(CIX) = P(XIC) P(C) / P(X).

We call P(XIC) the feature model and P(C) the language
model (or grammar). P(XIC) is a model of the input
data for any particular character sequence C; P(C) is the
a priori probability of the sequence of characters, which
describes what is allowable in that language and with
what probability; and P(X) is the a priori probability of
the data. Since P(X) is the same for all C, maximizing
P(CIX) can be accomplished by maximizing the product
P(XI1C) P(C).

The feature model P(X1C) is approximated by taking
the product of the component probabilities for the
different characters, P(X;lc;), where X; is the sequence of

feature vectors corresponding to character ¢;. The

feature model for each character is given by a specific
HMM. The language model P(C) is described by a
lexicon of allowable characters and words and by a
statistical language model that can provide the
probability of different sequences of characters and
words. The most popul