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A Message fromthe Organizers

On behalf of the Laboratory for Language and Media Processing, the Institute for
Advanced Computer Studies and the University of Maryland, I would like to welcome you
to the 1997 Symposium on Document Image Understanding Technology.

We have organized this symposium to provide a means for researchers and research
sponsors from academia, industry and government to communicate ideas for advancing
the field of document image understanding. After a successful workshop in 1993 and a
symposium in 1995, we hope that this symposium will continue to provide valuable
insight to participants.

This proceedings contains abstracts and papers from 31 technical presentations and two
invited talks. The topics range from optical character recognition to document image
retrieval and document image databases. Of special interest this year is a focused session
on performance evaluation. As the community grows, there is an ever increasing need to
be able to formally evaluate progress. The session on evaluation will include general
methodologies for evaluation, a talk on the upcoming METREC conference and a panel
where we can begin to gain insight into the important issues and challenges facing us in
performance evaluation.

There are countless people who deserve special thanks for their hard work in making this
Symposium a reality. I would like to especially thank Cecelia Kullman for her work in the
role of Symposium Coordinator and the staffs of the Institute for Advanced Computer
Studies and Center for Automation Research, for their endless support.

David Doermann
University of Maryland
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Reflections on High Volume Image Processing During Tax
Season: Image Processing Income Tax Returns in New York

George A. Mitchell, III
New York State Department of Taxation and Finance

Room 205
Albany, New York 12227

Abstract

New York now processes millions of State and City income tax returns through a
high volume image processing system developed with its business partner, Fleet Bank.

The tax season is a short, intense processing peak with three chief constraints: first,
get refunds out fast; second, deposit remittance checks immediately; and third, do not
make mistakes. We are also processing the most hateful of documents, the income tax
return. This presentation will focus on how New York meets tax processing objectives
within these limitations and constraints, and the advantages and disadvantages of image
processing technology in this program.

Biographical Sketch

Mr. Mitchell has been the Chief Information Officer for three New York State agencies. He is
currently the Deputy Commissioner for Revenue and Information Management at the Department
of Taxation and Finance. In addition to information technology, his Division processes all New York
income and business tax returns. Previously he served as Deputy Commissioner for Administration
and Information Services at the Department of Social Services. Mr. Mitchell also was Executive
Deputy Commissioner for the Division of Criminal Justice Services. Prior to that he served DCJS
as General Counsel and Deputy Commissioner for Administration. He also held several positions at
the Division of the Budget during a 14 year tenure.

Mr. Mitchell is a member of the Governor's Task Force on Information Resource Management
and the Regents Visiting Committee on the State Archives. He was Chairman of the 1996 Eastern
States Government Technology Conference and is a past Chairman of the NY Forum on Information
Resource Management.

3



The U.S. Army Gulf War Declassification Project - Triumphs and Challenges

STEVE E. DIETRICH
Lieutenant Colonel

Director, U.S. Army Gulf War Declassification Project
U.S. Total Army Personnel Command

Biographical Sketch

Lieutenant Colonel (LTC) Steve E. Dietrich was born on 29 May 1954 in Delaware. He graduated
from the U.S. Military Academy in 1976 and began his active service as an Armor officer. His
military education includes the Armor Officer Basic and Advanced Courses, Motor Officer Course,
and the U.S. Army Command and General Staff College. He holds a Master of Arts degree in
History from Eastern Kentucky University.

LTC Dietrich has filled a variety of command and staff positions, culminating in his current
assignment as the Director of the U.S. Army Gulf War Declassification Project (GWDP). LTC
Dietrich served as a tank platoon leader, company executive officer, assistant battalion operations
officer, and company commander in Kirch Goens, Germany between 1977 and 1981. From 1982 to
1985, he was an assistant professor of military science at Eastern Kentucky University where he
taught military history. From 1985 to 1987, he served as a combat developments staff officer at
the U.S. Army Training and Doctrine Command headquarters in Fort Monroe, Virginia. LTC
Dietrich next served as a historian and analyst at the Center of Military History (CMH) in
Washington, D.C. from 1987 to 1989. Following that assignment, he was the deputy community
commander and area support team commander at Illesheim, Germany from 1989 to 1992. During
the Gulf War, from December 1990 to May 1991, he commanded both the Illesheim community and
the 11th Aviation Brigade, Rear. LTC Dietrich returned to CMH where he became chief of the
military studies branch. He deployed to Haiti during Operation Uphold Democracy as the senior
Army historian, where he pioneered the collection of electronic operational records. LTC Dietrich
assumed his current duties on 15 May 1995.

LTC Dietrich recently received the Legion of Merit for his efforts at CMH and with the GWDP. His
project won the Association for Information and Image Management International and Kinetic
Information 1997 Process Innovation Award for best in Government and was one of two finalists for
the coveted Vision Award honoring the technology initiative with the greatest potential for
transforming a business or social process. His project has also been selected for permanent
archiving as a "national treasure" by the Smithsonian Institution. A frequent public speaker and
conference participant, LTC Dietrich also has over 30 publications in scholarly and professional
journals, book chapters, and encyclopedias.

His military awards include the Legion of Merit, Meritorious Service Medal, Army Commendation
Medal, and Armed Forces Expeditionary Medal.

LTC Dietrich is married to the former Barbara Marie Miller of Newburgh, New York. They have a
two children, Breanna and Keith.

4



Image Retrieval

5



6



Document Image Routing and Retrieval

Stephen J. Dennis
U. S. Department of Defense

9800 Savage Road
Fort George G. Meade

Fort Meade, MD 20755-6514

Abstract

The Government is sponsoring research in document image analysis and recognition to produce a
number of advanced modular algorithms that are scalable and address information routing and
retrieval problems in large heterogeneous corpora. The model for end to end applications involves
three processing stages. In the pre-processing stage, our goal is to diagnose the document image
based on a shallow analysis of its content. Some examples of useful pre-processing include the
determination of script or language; the presence of specific graphic elements; or the document
type. Using cursory information, it is possible to progressively extract information from the
document with useful accuracy. In the recognition stage, the Govemment is developing separate
graphics and text recognition technologies. For graphics recognition, important targets are word
images, logos, and signatures. For text recognition, systems developers are working with existing
Optical Character Recognition (OCR) technologies to improve performance for degraded document
image corpora. Last year, Govemment research organizations sponsored the development of a
new text recognition approach based on Large Vocabulary Conversational Speech Recognition
(LVCSR) technology. The resulting system performs across a variety of languages and image
resolutions, yet has an undesirable Out-Of-Vocabulary (OOV) word problem. As a post-processing
stage, and to possibly mitigate the OOVproblem, attempts have been made to combine the results
of multiple text recognizers and apply additional language processing techniques.

The results ofprogressive document image analysis enables data driven architectures for content
based routing. Such architectures are capable of routing newly acquired documents to interested
users. For a document image archive, document images can be clustered by metadata for more
efficient retrieval based on user queries that span two media, text and image. However, document
image routing and retrieval architectures are not well understood. The Govemment's attempts to
build generic retrieval prototypes can be represented by at least three models, with increasing
integration of document image analysis and text retrieval components. From simple text indexing of
OCR output, to Query by Image Example, there are operating ranges for which systems
architecture demonstrate accuracy.

Objective evaluation for document image analysis and recognition components have been adhoc
with respect to routing and retrieval applications. Previous evaluation efforts have addressed
Roman OCR performance and text retrieval performance at low error levels. Govemment
agencies have used these results to predict the value of document image analysis research, related
technologies, and potential products in the context of specific programs. Continued support for
document imaging research requires that the community adopt system level evaluation to establish
meaningful performance baselines. To leverage resources against common information technology
requirements, Govemment Agencies are working with the National Institutes of Science and
Technology to develop formal evaluation criteria for cross media retrieval systems. The METREC
(METadata and Text Retrieval Evaluation Conference) will serve as an important baseline through
which the Govemment and Industry can expand requirement's definitions for information access
and retrieval.
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The Skeleton Document Image Retrieval System

Carl Weir Suzanne Liebowitz Taylor
Lockheed Martin C2 Integration Systems

590 Lancaster Ave.

Frazer, PA 19355

Abstract
This paper describes Skeleton, a document image

retrieval system whose design and implementation is
based upon image analysis and document retrieval
technologies incorporated in the IDUS image
understanding system and the INQUERY information
retrieval system, respectively.

Most of the current Skeleton development effort has
been put into establishing indexing and query
formulation methodologies in which both words and
character subsequences of words (ngrams) are
tokenized
. A Web-based interface has been developed for

Skeleton which includes a Java image display applet to
support word and region highlighting.

1 Overview
The Skeleton architecture supports document image
analysis, indexing, and retrieval. The indexing
component assumes an image analysis in which text
regions are grouped into articles with head and body
relations identified and text recognized using
conventional OCR technology. Functional role
distinctions such as dateline and caption are not taken
advantage of in the current implementation but in
future versions of the system they will be used to
extend fielded search capabilities.

Both the OCR text output of an indexed unit of text
and the corresponding page image containing it can be
retrieved by Skeleton. It is assumed that end users will
normally want to retrieve page images with appropriate
regions highlighted and pointers to other pages of the
same document provided. However, our experience
has indicated that access to the OCR text output is
useful in the search process.

In the next two sections, additional information about
the image analysis process incorporated into Skeleton
from the IDUS system and the system's basic retrieval
capabilities inherited from the INQUERY system are
described [1,2]. Following this discussion, Skeleton's
Web-based interface is illustrated.
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University of Massachusetts
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2 Document Image Analysis in Skeleton
Skeleton's image analysis component, which was
originally developed for use in the IDUS system, is
illustrated in Figure 1.

The image analysis component includes ScanWorX,
a commercial product developed by Xerox Information
Systems which provides segmentation and OCR
support.

Image analysis modules developed specifically for
use in IDUS which have been incorporated into
Skeleton include a logical analyzer, a document
classifier and a functional analyzer.

The IDUS image understanding system from which
these modules were borrowed provides a sophisticated
X-windows user interface for examining image analysis
output in a graphical form. Although the IDUS
interface is not a component of Skeleton, the ability to
use IDUS to evaluate image analysis performance is an
attractive option.

2.1 ScanWorXModules
Since Skeleton relies upon ScanWorXto perform the

initial segmentation of document images, it inherits that
component's image input constraints. For ScanWorX
to work properly, image resolution must be 200x200
dpi, 200xlOO dpi, 400x200 dpi, or any RxR (square)
dpi resolution, where 250 s R s 450.1 ScanWorX
requires images to be black text on a white background
for the OCR module to work properly. It is possible for
the system to invert images which are white text on a
black background, but color images need to be
preprocessed into a proper format. Although a variety
of image input formats are supported by ScanWorX,

1 The ScanWorX OCR module can recognize text in images
whose resolutions range from fax to 600x600 dpi, but for
resolutions outside the previously mentioned ranges, manual
segmentation is necessary. Since image analysis in the
Skeleton architecture is expected to be an automated process,
the system is constrained to processing images in the
previously mentioned resolutions.



, """'II
Images

ScanWorX Segmentor
I Document • Locates text and image regions tScanned

~2OOX100 DPI.
400X200 DPI.

ScanWorX OCR , ,
RxRDPI • Processes most major European
(249<R<451) and Scandinavian Languages in

addition to English.
~

Document Classifier

• Identifies document page images
as parts of memos, newspapers,
newsletters or letters

Logical Analyzer
• Groups regions into articles
• Labels head and body regions
• Determines region reading order

Functional Analyzer
• Uses class-specific functional

role information to label regions

Figure 1: Skeleton's image analysis components are capable of providing a rich array of information about
document structure and content. In the current implementation of Skeleton, information about logical
groupings ofregions into articles is used to build a document collection. Document class and
functional role information is not yet being used in the prototype, but will be incorporated in future
implementations to further extend user options in fielded searches.

Skeleton development has been based solely upon the
analysis of images in TIFF format.

The ScanWorX segmentation module identifies text
and image regions within a document page image.
Regions cannot span page boundaries, but can overlap
one another.

The ScanWorXOCR module is capable of processing
most major European and Scandinavian languages in
addition to English [4].

The segmentation module provides a listing of the
regions which have been identified, with the location of
each region described in terms of four integers: the
first two integers represent X-Y coordinate values and
the second two represent the width and height of the
region, respectively. The type of the region is also
specified.

Separate output files are written which contain the
OCR results for each text region. To support
highlighting in retrieved images a Xerox proprietary
output format called XDOC is used which represents
information about the location of characters in a
document page image, as well as character and word
recognition confidence scores.2

2The character and word recognition confidence scores are
not yet being used in Skeleton. In future work on the system,
experiments which factor this information into the search
process will be conducted. For more information on the
XDOC format, see [5].

2.2 Logical Analyzer

The segmentation of a document page image into
regions defines a geometric tree structure, and the goal
of the logical analyzer is to derive from this geometric
tree structure a logical tree structure which identifies
clusters of regions functioning as articles. This process
involves the labeling of regions as head and body
constituents: head regions are interpreted as titles and
body regions are interpreted as constituent columns of
text. An important by-product of logical analysis is the
determination of reading order. The analysis method
used by this module is influenced by the work of
Tsujimoto and Asada [6].

Output data provided by the logical analysis
component includes a sequence of entries which
describe the text regions delimited by the segmentation
module. Each region is described in two such entries,
one which describes its role in the geometric tree
structure, and one which describes its role in the logical
tree structure. These entries declare an index for a
region and indicate if it plays a head or body role in the
specified tree.

A listing of geometric and logical tree node
descriptions is also provided in the component's output.
Each node listing contains an integer value specifying
how many regions are subsumed by the node followed
by the indices for those regions. The reason for the
indices declared in the text region entries is to facilitate
this cross referencing.

During logical analysis, text regions which have been
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determined to be in the same column and exhibit some
vertical overlap are merged into a single, composite
region. A listing of such mergers is provided in the
logical analysis component's output.

2.3 Document Classifier
The document classification module is currently able to
distinguish business letters, memos, newspapers, and
newsletters.

It is possible to stipulate a document class when
Skeleton is asked to process a collection of document
images. This is often a useful feature, since in many
cases a document image collection consists of
documents which are of the same type.

2.4 Functional Analyzer
Like the logical analyzer, the functional analyzer relies
upon the segmentation module to identify text and
image regions. However, unlike the logical analyzer, it
also is dependent upon the document classifier. Given
knowledge about the possible functional roles played
by regions in documents of a given class, the functional
analyzer attempts to infer the functional roles played by
the regions which have been identified by the
segmentation module.

Two different functional analysis methodologies
have been implemented:

1. A content-based approach which focuses on the
string matching of keywords associated with
particular components and is thus dependent on
good OCR accuracy

2. A geometric-based approach, which is OCR
independent and relies only upon segmentation
and document classification.

Evaluations involving English language business
letters have shown that the geometric approach
executes almost twice as fast as the content-based
approach on the same document with little degradation
in performance. However, since Skeleton relies upon
OCR processing for document indexing anyway, the
better processing speed of the geometric-based
approach cannot be taken advantage of, and given that
this is true, pursuing a content-based functional analysis
methodology is more appropriate, since this method
permits a richer document representation which may
prove useful in future evaluations of functional analysis
performance involving larger collections of document
images and a greater variety of document classes.

The output of functional analysis includes an
indication of the class of a document and a listing of
regions associated with functional labels.

During functional analysis, as in logical analysis, one
or more text regions identified by the segmentation
module may be merged into a single, composite region.
However unlike logical analysis, it is also possible that
a single region may be split into multiple regions which
are assigned different functional roles. A listing of any

10

mergers or splits is provided in the functional analysis
component's output.

3 Document Image Retrieval in Skeleton
Skeleton's information retrieval capabilities inherited

from INQUERY are used to build a database of article­
sized document representations in which the head and
body components of each article recognized by the
logical analysis component are labeled with SGML­
style TITLE and TEXT tags. Fielded searches on the
TITLE and TEXT fields within these article-sized
documents is supported.

3.1 Indexing Terms using Ngrams
Most of the current research effort on the Skeleton
project has been put into the development of an
appropriate indexing methodology which takes into
consideration the possibility of poor OCR text output
without assuming that OCR output will always be poor.

To reduce the degradation in retrieval performance
caused by high OCR error rates, image analysis text
output is indexed using combinations of full word
tokens and a sampling of word token character sub­
sequences (ngrams). Which particular collection of
ngrams to extract from a word token is an empirical
question now being explored.

In the current implementation an ordered sequence of
two, three, four and five-character ngrams is
extracted, but to reduce the size of the document
database a subset of at most eight ngrams are selected
for indexing purposes.

If the number of ngrams in the ordered sequence
extracted from a given word token is less than or equal
to eight, then all are retained for indexing. Otherwise,
the ngrams selected for inclusion in the subset are the
leading three, the fmal two and three from "the
middle". Letting N represent the number of ngrams
in an ordered sequence, the first of the "middle"
ngrams is in position ((N-4) /3) +2, the second is
in position ( (N- 4 ) /2) +2 and the third is in position
(((N-4)13)+2) x 2. Thepositionsofngramsin
an ordered sequence are counted beginning with 0, not
1. Figure 2 illustrates this method for determining a
subset ofngrams to use in document indexing.

The position declared for an ngram token in the
document database is the same as the position of the
word token from which it has been extracted (not its
position in the ordered sequence of ngrams extracted
from the word token). Given that this is the case, an
effort is made to replace any duplicate ngrams which
might arise in the subset selected for indexing once the
above method has been used to identify them. The key
issues in selecting a subset of ngrams is to be
consistent and to attempt to arrive at a representative
sample.



Example word token: mexican

Ordered sequence of two, three, four and five-character ngrams:

me mex mexi mexic ex exi exic exica xi xic xica xican ic ica ican ca can an

o 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

Ngrams retained for indexing:

Leading three ngrams at positions 0, 1 and 2

Trailing two ngrams at positions 16 and 17

First of "middle three" ngrams at position ( (N-4) /3} +2
and division of 14 by 3 is rounded up

7, where N=18

me mex mexi

can an

exica

Second of"middle three" ngrams at position (( N- 4 ) /2 }+2 = 9

Third of"middle three" ngrams at position (( (N- 4 ) /3} +2 } x 2 14

xic

ican

Figure 2: Method for determining which ngrams of a word token to select for indexing

3.2 Query Formulation

An important component of the information retrieval
capabilities Skeleton has inherited from INQUERY is a
query formalism which permits the use of operators to
express more precisely relationships among search
query terms and how they contribute to the likelihood
of a match between the search query and a given
document.

The following query operators commonly occur in
Skeleton development:

Sum Operator: #surn (TI ...Tn)
Query terms in the scope of a #s urn operator are
treated as having equal influence on the belief in
a match between a query and a document.

Weighted Sum Operator: #wsum (Ws WITI...WnTn)
Given the specified weight Ws , which declares
the degree of belief in a match contributed by the
#wsurn expression, the weights WI'" Wn
specify the proportion to which the respective
query terms TI ••• Tn in the scope of a #wsum
operator contribute to that belief.

Ordered Distance Operator: #N(T1...Tn }

All the query terms within the scope of an #N
operator must be found within N words of each
other in a document in order for the overall
expression to contribute to a belief in a match.

And Operator: #and (T1...Tn )

The more terms in the scope of an #and
operator which are found in a document, the
greater the belief in a match with the query.
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Passage Operator: #passageN(T1...Tn )

The more terms within the scope of a
#passageN operator which are found within a
passage window of N words in a document, the
greater the belief in a match between the query
and the document.

Field Operator: #field(F R TI ...Tn}
The terms T 1... Tn contained in the scope of a
#field operator are searched for in field F of
documents in a given collection. An optional
operator R may be specified to indicate a range
of values to be searched for in F.

Search queries are generally submitted in plain text,
in which case a default format is used to build a
structured query which contains query terms identifed
in the plain text input.

In Skeleton, the default format takes into
consideration the fact that queries may be made against
document representations containing OCR-generated
text. In this format, which is illustrated in Figure 3, a
#wsurn operator is used to express a relationship
between the relative importance of matching against the
word tokens in a search query and matching against
ngram character sub-sequences of them.

The first query term component of the #wsum
expression is a #s urn expression containing all the
word tokens in the search query. This has the effect of
treating all the word tokens as having equal influence
on the matching of the query with a given document.

The second query term of the #wsum expression is
another #sum expression whose constituents are
#passage5 expressions. Each of these #passage5



expressions contains ngram sub-sequences for one of
the word tokens in the plain text search query. It is
important that the same method is used to determine the
ngram samples for each search query token that is
used to determine the ngram samples for word tokens
in the document database.

The #passage5 operator used in constituent
expressions of the second query term provides a
window of five word tokens to help catch OCR errors
in which whitespace or other word token delimiters
might have been introduced. A document which
contains all the ngram sequences within the scope of a
#passage5 operator will receive a higher ranking
than a document that contains only some of them.
However, this operation does not over-penalize
documents in which some of the search terms are not
present; it merely ranks them lower in the list of
retrieved documents.

3.3 Retrieval Performance
A series of experiments was run to determine the
retrieval effectiveness of various ngram query
formulations and database indexing methods. The
measurement criterion was best improved performance
using a given technique measured by the highest
percent improvement in average precision over all
recall levels when compared to baseline database and
query formulations.

The experiments were performed using four different
databases which were randomly degraded using Xerox
OCR software error data developed by UNLV [3].
Higher word error rates were used to further degrade

Plain Text Query: Mexican environmental newsletters

some of the randomly degraded databases. In such
cases, the selected words were corrupted using typical
character error substitutions. The actual word or
character error rates achieved for the databases are
unknown; the degree of degradation is measured only
by how much worse retrieval performance is using
standard queries on the degraded collections compared
to performance on corresponding non-degraded
collections.

A summary of the best retrieval performance results
is given in Table 1. Collections with small document
sizes are more negatively impacted than collections
with larger average document lengths [2]. Thus
collections with longet average sized documents have
lower degradation levels for a given character or word
error rate. Over all databases, the #passage5
operator generally performed the best in binding
ngrams together in the ngram component of a
structured query, although not always significantly so.
It was discovered that the #and operator was not
sufficiently strong in joining ngram components,
resulting in too many irrelevant documents being
assigned high rankings. The #0 operator, on the other
hand, was observed to be too demanding in that any
document missing one or more ngrams in its scope
was assigned too low a retrieval ranking. The query
formulations incorporating ngrams improved retrieval
effectiveness over standard queries as database
degradation increased, but the performance increases
remained below retrieval effectiveness for non­
degraded data.

Translated Query: #wsum (10

9 #sum(mexican environmental newsletters)

5 #sum(#passage5(me mex mexi exica xic ican can an)

#passage5( en env envi ironm onm ment tal all

#passage5( ne new news sl let tt ers rs)))

Figure 3: In structured queries formulated from plain text input, extracted word tokens in the first query term
component of a #wsum expression are specified to contribute approximately twice as much to the belief
of the #wsum expression as the ngram sequences of those tokens in the second component.

12



CACM 6 NPL 6 TIME 7 WSJ896
Degradation
Docs

ueries
vg. Words/Doc
-3 gram
-5 gram

Restricted
eighted

-26.6
3204

50
64

#passageS +8.4
#passageS +11.1
#passageS +14.7
#passageS +10.8

-52.9
11429

93
42

#passageS +36.0
#passageS +35.9
#passageS +38.8
#passageS +38.1

-10.9
423

83
591

#0 +3.9
#passage5 +3.0
#passage3 +3.8
#and +5.1

-19.
1238

4
51

#passage3/5 +4.
#passage3 +11.
#passage5 +11.
#passage3 +11.

Table I: In this summary of retrieval performance experiments using assorted ngram query formulations, the
reported values are percentage increases in average precision over all recall levels when the specified
operators (#passage5, #passage3, #0, and #and) are used.

Indexing two, three, four and five-character ngrams
generally outperformed query formulations using only
two and three-character ngrams. Restricting the
ngrams saved to the database to a subset of eight from
the ordered sequence collected tended to improve
performance, probably by reducing noise from
extraneous ngrams and by improving overall term
statistics used during query evaluation. However, the
primary benefits of using a subset are a significant
reduction in database size and improved evaluation
speed.

An attempt was made to improve performance using
a weighting of ngram components based on their
positions in a word. Leading ngrams were assumed to
be more important than middle ngrams, which were
deemed more important than trailing ngrams. Each of
the three ngram classes was down-weighted by roughly
one half moving from leading to middle to trailing
ngram samplings within a word. However such
ngram weighting had no favorable impact on retrieval
performance and only added complexity to query
evaluation.

3.4 Future Indexing and Query
Formulation Work

Future work on indexing OCR degraded texts and
formulating queries using such databases will
concentrate on reducing the size of the ngram database
by being more selective in choosing which ngrams to
index on. Furthermore, techniques will be developed to
use ngrams for query term expansion rather than
evaluating the ngrams themselves. A formulated
query will then contain only matches and near matches
of user query terms rather than ngrams, thus reducing
query processing overhead. Query formulation may
also include weightings based on the confidence
measures for words produced by the OCR software
itself. It is hoped that retrieval performance may
continue to improve using such techniques. Finally,
field based retrieval will be improved. The databases
built for Skeleton processing already support fields, but
the ngram query processor needs modification to
maintain legal syntax in ngram binding operations

13

when field based operators are present in the query.

4 Skeleton's Web-Based Interface

A Web-based interface was developed to demonstrate
Skeleton's document image retrieval capabilities. A
key component of the interface is a Java applet which
supports the highlighting of query terms within GIF
image representations.

An electronic form which permits the selection of
one or more document collections and the submission
of a search query is illustrated in Figure 4. (Document
collections may be distributed across multiple machines
running different operating systems.) After a plain text
search query has been entered and the "Eval" button is
pressed, a structured query is formulated and submitted
to each each selected database.

Retrieval results from the selected databases are
merged and presented as a ranked list of titles, along
with the structured query which was formulated from
the plain text input. Figure 5 contains an example

PEMEXI
PEMEX2
PEMEX3
rEMEX4
rAIl

Typo. plaia tnt or!!!l!£!!!!!d QUly.

t" U.b CO"_'.~" .. .. .
~ I ~ . Maxdoe ..;"12f3.

Figure 4: Skeleton Search Query Form
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Figure 5: Skeleton Retrieval Results Form

display ofretrieved documents.

Titles of retrieved documents are linked to the OCR
text output of their corresponding articles. Word
tokens in the OCR text which correspond to word
tokens or ngrams in the structured query are
highlighted to faciliate understanding why the article
was retrieved. Figure 7 contains an example display of
the OCR text output of a retrieved article.

In a Web page display of the OCR text for a given
article, a link is provided to a GIF image of the
document page which contains the article. The GIF
images used in the Web-based interface have been
generated from the TIFF images used during image
analysis. GIF images were needed in the current

Page 2 September 1993 PCBs on the Border Send Agencies
Scrambling
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Figure 7: A display of OCR text for an article

Figure 6: A display of a document page image
containing an article

implementation of the interface because Java does not
currently support TIFF image display.

Figure 6 contains an example display of a document
image using the Java applet developed for the interface.
Terms in the structured query are highlighted with red
underlining to help focus attention on relevant parts of
the page. Term highlighting is expanded somewhat in
the image display with a rudimentary partial matching
function which recognizes near matches of query terms
through the use of a stemming routine. It is possible
that a document image will be displayed without any
terms highlighted if the query terms and their near
matches are not actually found in the image. This may
occur if the selected document was retrieved solely on
the basis ofngrams.

Figure 9 contains a display of the text output for an
article in which significant OCR errors occur. Despite
the high error rate, a user may access the document
image containing the article, illustrated in Figure 8, and
determine that it is indeed relevant to the search query.

In future work on Skeleton's interface, evaluations of
interface design will be made to determine how best to
coordinate the display of OCR text output and
document images. To further facilitate the search
process, navigation buttons will be introduced into the
image displays to make it possible to search through
other page images of the same document.

If possible, the need to maintain GIF images of
documents will be eliminated, but it may nevertheless
be desirable to maintain higher resolution, color images
of documents for display to users. The attractiveness of
this design feature is particularly compelling when
viewing relatively poor quality images such as the one
displayed in Figure 9.
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Figure 9: A display of an article's text containing significant
OCR errors

Figure 8: A display of a document page image containing an
article with significant OCR errors

7 Conclusions
The Skeleton architecture is based upon existing image
analysis and document retrieval technologies.
Incremental improvements in the technologies are
being made in an effort to retain the scalability of the
existing technologies while extending them to meet
new challenges.
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Abstract
The digital libraries ofthe future will include not only

(ASCII) text information but scanned paper documents
as well as still photographs and videos. There is, there­
fore, a need to index and retrieve information from such
multi-media collections. The Center for Intelligent Infor­
mation Retrieval (CIIR) has a numberofprojects to index
and retrieve multi-media information. These include:

I. The extraction of text from images which may be
used both for finding text zones against general
backgrounds as well as for indexing and retrieving
image information.

2. Indexing hand-written and poorly printed docu­
ments using image matching techniques (word spot­
ting).

3. Indexing images using their content.

1 Introduction

The digital libraries of the future will include not only
(ASCII) text information but scanned paper documents
as well as still photographs and videos. There is, there­
fore, a need to index and retrieve information from such
multi-media collections. The Center for Intelligent In­
formation Retrieval (CIIR) has a number of projects to
index and retrieve multi-media information. These in­
clude:

1. Finding Text in Images: The conversion of scanned
documents into ASCII so that they can be in­
dexed using INQUERY (CIIR's text retrieval en­
gine). Current Optical Character Recognition Tech­
nology (OCR) can convert scanned text to ASCII

This material is based on work supported in part by the National
Science Foundation, Library of Congress and Department of Com­
merce under cooperative agreement number EEC-9209623. in part
by the United States Patent and Trademarks Office and the Defense
Advanced Research Projects AgencylITO under ARPA order number
D468, issued by ESCJAXS contract number FI9628-95-C-0235. in part
by NSF IRI-9619117 and in part by NSF Multimedia CDA-9502639.
Any opinions, findings and conclusions or recommendations expressed
in this material are the author(s) and do not necessarily reflect those of
the sponsors.
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but is limited to good clean machine printed fonts
against clean backgrounds. Handwritten text, text
printed against shaded or textured backgrounds and
text embedded in images cannot be recognized well
(if it can be recognized at all) with existing OCR
technology. Many financial documents, for exam­
ple, print text against shaded backgrounds to pre­
vent copying.

The Center has developed techniques to detect text
in images. The detected text is then cleaned up
and binarized and run through a commercial OCR.
Such techniques can be applied to zoning text found
against general backgrounds as well as for indexing
and retrieving images using the associated text.

2. Word Spotting: The indexing of hand-written and
poorly printed documents using image matching
techniques. Libraries hold vast collections of orig­
inal handwritten manuscripts, many of which have
never been published. Word Spotting can be used
to create indices for such handwritten manuscript
archives.

3. Image Retrieval: Indexing images using their con­
tent. The Center has also developed techniques to
index and retrieve images by color and appearance.

2 Finding Text in Images

Most of the information available today is either on pa­
per or in the form of still photographs and videos. To
build digital libraries, this large volume of information
needs to be digitized into images and the text converted
to ASCII for storage, retrieval, and easy manipulation.
For example, video sequences of events such as a bas­
ketball game can be annotated and indexed by extract­
ing a player's number, name and the team name that ap­
pear on the player's uniform (Figure l(b, c)). This maybe
combined with methods for image indexing and retrieval
based on image content (see section 3).

Current OCR technology [1, 20] is largely restricted
to finding text printed against clean backgrounds, since



00 00 ~

Figure I: The system, example input image, andextracted text. (a)The top level components of thetextdetection andextraction
system. The pyramid of the input imageis shown as I, II, 12 ••• ; (b) An example input image; (c) Output of the systembefore
beingfed to theCharacter Recognition module.

in these cases it is easy to binarize the input images to
extract text (text binarization) before character recog­
nition begins. It cannot handle text printed against
shaded or textured backgrounds, nor text embedded in
pictures. More sophisticated text reading systems usu­
ally employ page segmentation schemes to identify text
regions. Then an OCR module is applied only to the
text regions to improve its performance. Some of these
schemes [32,33,21,23] are top-down approaches, some
are bottom-up methods [7, 22], and others are based on
texture segmentation techniques in computer vision [8].
However, the top-down and bottom-up approaches usu­
ally require the input image to be binary and have a Man­
hattan layout. Although the approach in [8] can in prin­
ciple be applied to greyscale images, it was only used
on binary document images, and in addition, the text
binarization problem was not addressed. In summary,
few working systems have been reported that can read
text from document pages with both structured and non­
structured layouts. A brief overview of a system devel­
oped at CIIR for constructing a complete automatic text
reading system is presented here (for more details see
[34,35]).

2.1 System Overview

The system takes advantage of the following distinctive
characteristics of text which make it stand out from other
image information: (1) Text possesses a distinctive fre­
quency and orientation attributes; (2) Text shows spatial
cohesion - characters of the same text string are of sim­
ilar heights, orientation and spacing.

The first characteristic suggests that text may be
treated as a distinctive texture, and thus be segmented
out using texture segmentation techniques. Thus, the first
phase of our system is Texture Segmentation as shown in
Figure l(a). In the Chip Generation phase, strokes are
extracted from the segmented text regions. Using rea-
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sonable heuristics on text strings based on the second
characteristic, the extracted strokes are then processed to
form tight rectangular bounding boxes around the corre­
sponding text strings. To detect text over a wide range
of font sizes, the above steps are applied to a pyramid
of images generated from the input image, and then the
boxes formed at each resolution level of the pyramid are
fused at the original resolution. A Text Clean-up mod­
ule which removes the background and binarizes the de­
tected text is applied to extract the text from the regions
enclosed by the bounding boxes. Finally, text bounding
boxes are refined (re-generated) by using the extracted
items as strokes. These new boxes usually bound text
strings better. The Text Clean-up process is then carried
out on the regions bounded by these new boxes to extract
cleaner text, which can then be passed through a com­
mercial OCR engine for recognition if the text is of an
OCR-recognizable font. The phases of the system are
discussed in the following sections.

2.2 The Texture Segmentation Module

A standard approach to texture segmentation is to first
filter the image using a bank of linear filters such as
Gaussian derivatives [11] or Gabor functions, followed
by some non-linear transformation such as a hyperbolic
function tanh(a:t). Then features are computed to form
a feature vector for each pixel from the filtered im­
ages. These feature vectors are then classified to seg­
ment the textures into different classes (for more details
see [34, 35]).

Figure 2(a) shows a portion of an original input im­
age with a variety of textual information to be extracted.
There is text on a clean dark background, text printed
on Stouffer boxes, Stouffer's trademarks (in script), and
a picture of the food. Figure 2(b) shows the final seg­
mented text regions.
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Figure 2: Results of Texture Segmentation and Chip Generation. (a) Portion of an input image; (b) The final segmented text
regions; (c) Extractedstrokes;(d) Textchipsmapped on the input image.
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Figure 3: The scale problemand its solution. (a) Chips generated for the input imageat full resolution; (b) half resolution; (c) t
resolution; (d) Chipsgeneratedat all three levelsmappedontothe input image. Scale-redundant chips are removed.

2.3 The Chip Generation Phase.

In practice, text may occur in images with complex back­
grounds and texture patterns, such as foliage, windows,
grass etc. Thus, some non-text patterns may pass the fil­
ters and initially be misclassified as text (Figure 2(b».
Furthermore, segmentation accuracy at texture bound­
aries is a well-known and difficult problem in texture
segmentation. Consequently, it is often the case that text
regions are connected to other regions which do not cor­
respond to text, or one text string might be connected to
another text string of a different size or intensity. This
might cause problems for later processing. For example,
if two text strings with significantly different intensity
levels are joined into one region, one intensity threshold
might not separate both text strings from the background.

Therefore, heuristics need to be employed to refine
the segmentation result. Since the segmentation process
usually finds text regions while excluding most of those
that are non-text, these regions can be used to direct fur­
ther processing (focus of attention). Furthermore, since
text is intended to be readable, there is usually a sig­
nificant contrast between it and the background. Thus
contrast can be utilized finding text. Also, it is usually
the case that characters in the same word/phrase/sentence
are of the same font and have similar heights and inter-
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character spaces. Finally, it is obvious that characters in a
horizontal text string are horizontally aligned. Therefore,
all the heuristics above are incorporated in the Chip Gen­
eration phase in a bottom-up fashion: significant edges
form strokes (Figure 2(c»; strokes from the segmented
regions are aggregated to form chips corresponding to
text strings. The rectangular bounding boxes of the chips
are used to indicate where the hypothesized (detected)
text strings are (Figure 2(d». These steps are described
in detail in [34, 35].

2.4 A Solution to the Scale Problem
The three frequency channels used in the segmentation
process work well to cover text over a certain range of
font sizes. Text from larger font sizes is either missed
or fragmented. This is called the scale problem. Intu­
itively, the larger the font size of the text, the lower the
frequency it possesses. Thus, when the text font size gets
too large, its frequency falls outside the three channels
selected in section 2.2.

A pyramid approach (Figure l(a» is used to solve the
scale problem: a pyramid of the input image is formed
and each image in the pyramid is processed using the
standard channels (0- = 1,.;2,2) as described in the pre­
vious sections. At the bottom of the pyramid is the origi­
nal image; the image at each level (other than the bottom)
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Figure 4: Binarization results before and after the Chip Refinement step. (a) Input image; (b) binarization result before refinement;
(c) after refinement.
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has half of the resolution as that of the image one level
below. Text of smaller font sizes can be detected using
the images lower in the pyramid (Figure 3(a», while text
of large font sizes is found using images higher in the
pyramid (Figure 3(c). The bounding boxes of detected
text regions at each level are mapped back to the original
input image and the redundant boxes are then removed as
shown in Figure 3(d). Details are presented in [34, 35].

2.5 Text on Complex Backgrounds
The previous sections describe a system which detects
text in images and puts boxes around detected text strings
in the input image. Since text may be printed against
complex image backgrounds, which current OCR sys­
tems cannot handle well, it is desirable to have the back­
grounds removed first. In addition, OCR systems require
that the text must be binarized before actual recognition
starts. In this system, the background removal and text
binarization is done by applying an algorithm to the text
boxes individually instead of trying to binarize the input
image as a whole. This allows the process to adapt to the
individual context of each text string. The details of the
algorithm are in [34, 35].

2.6 The Text Refinement
Sometimes non-text items are identified as text as well.
In addition, the bounding boxes of the chips sometimes
do not tightly surround the text strings. The consequence
of these problems is that non-text items may occur in
the binarized image, produced by mapping the extracted
items onto the original page. An example is shown in
Figure 4(a,b). These non-text items are not desirable.

However, by treating the extracted items as strokes,
the Chip Refinement module which is essentially sim­
ilar to the chip Generation module but with stronger
constraints, can be applied here to eliminate the non­
text items and hence form tighter text bounding boxes.
This can be achieved because (1) the clean-up proce­
dure is able to extract most characters without attach­
ing to nearby characters and non-text items (Figure 4(b»,
and (2) most of the strokes at this stage are composed of
complete or almost complete characters, as opposed to
the vertical connected edges of the characters in the ini­
tial processing. Thus, it can be expected that the correct
text strokes comply more consistently with the heuristics
used in the early Chip Generation phase. The significant
improvement is clearly shown in 4c.

2.7 Experiments
The system has been tested over 48 images from a wide
variety of sources: digitized video frames, photographs,
newspapers, advertisements in magazines or sales flyers,
and personal checks. Some of the images have regular
page layouts, others do not. It should be pointed out that
all the system parameters remain the same throughout
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the entire set of test images, showing the robustness of
the system.

Characters and words (as perceived by one of the au­
thors) were counted in each image as ground truth. The
total numbers over the whole test set are shown in the
"Total Perceived" column in Table 1. The detected char­
acters and words are those which are completely en­
closed by the boxes produced after the Chip Scale Fu­
sion step. The total numbers of detected characters and
words over the entire test set are shown in the "Total De­
tected" column. Characters and words clearly readable
by a person after the Chip Refinement and Text Clean-up
steps (final extracted text) are also counted for each im­
age, with the total numbers shown in the "Total Clean­
up" column. The column "Total OCRable" shows the
total numbers of cleaned-up characters and words that
appear to be of OCR recognizable fonts in 35 of the bi­
narized images. Note that only the text which is horizon­
tally aligned is counted (skew angle of the text string is
less than roughly 30 degrees)', The "Total OCRed" col­
umn shows the numbers ofcharacters and words from the
"Total OCRable" sets correctly recognized by Caere's
commercial WordScan OCR engine.

Figure 5(a) is a portion of an original input image
which has no structured layout. The final binarization re­
sult is shown in (b) and the corresponding OCR output is
shown in (c). Notice that most of the text is detected, and
most of the text of machine-printed fonts are correctly
recognized by the OCR engine. It should be pointed out
that the cleaned-up output looks fine to a person in the
places where the OCR errors occurred.

3 Word Spotting: Indexing Handwritten
Archival Manuscripts

There are many historical manuscripts written in a sin­
gle hand which it would be useful to index. Exam­
ples include the W. B. DuBois collection at the Uni­
versity of Massachusetts, Margaret Sanger's collected
works at Smith College and the early Presidential li­
braries at the Library of Congress. These manuscripts
are largely written in a single hand. Such manuscripts
are valuable resources for scholars as well as others who
wish to consult the original manuscripts and consider­
able effort has gone into manually producing indices
for them. For example, a substantial collection of Mar­
garet Sanger's work has been recently put on microfilm
(see http://MEP.cla.sc.edulSanger/SangBase.HTM) with
an item by item index. These indices were created manu­
ally. The indexing scheme described here will help in the
automatic creation and production of indices and concor­
dances for such archives.

One solution is to use Optical Character Recognition
(OCR) to convert scanned paper documents into ASCII.

I Here, the focus is on finding horizontal, linear text sttings only.
The issue of finding text strings of any orientation will be addressed in
future work.



Table 1: Summary of the system's performance. 48 images were used for detection and clean-up. Out of these, 35 binarized
images were used for the OCR process.

Total Total Total Total Total
Perceived Detected Clean-up OCRable OCRed

Char 21820 20788 (95%) 91% 14703 12428 (84%)
Word 4406 4139 (93%) 86% 2981 2314 (77%)
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Figure 5: Example 1. (a) Originalimage (adsll); (b) Extractedtext; (c) The OCR resultusing Caere's WordScan Plus 4.0 on b.

Existing OCR technology works well with standard ma­
chine printed fonts against clean backgrounds. It works
poorly if the originals are of poor quality or if the text
is handwritten. Since Optical Character Recognition
(OCR) does not work well on handwriting, an alternative
scheme based on matching the images of the words was
proposed by us in [18, 17, 15] for indexing such texts.
Here a brief summary of the work is presented.

Since the document is written by a single person, the
assumption is that the variation in the word images will
be small. The proposed solution will first segment the
page into words and then match the actual word images
against each other to create equivalence classes. Each
equivalence class will consist ofmultiple instances of the
same word. Each word will have a link to the page it
came from. The number of words in each equivalence
class will be tabulated. Those classes with the largest
numbers of words will probably be stop words, i.e. con­
junctions such as "and" or articles such as "the". Classes
containing stopwords are eliminated (since they are not
very useful for indexing). A list is made of the remain­
ing classes. This list is ordered according to the num­
ber of words contained in each of the classes. The user
provides ASCII equivalents for a representative word in
each of the top m (say m =2000) classes. The words in
these classes can now be indexed. This technique will be
called "word spotting" as it is analogous to "word spot­
ting" in speech processing [9].

The proposed solution completely avoids machine
recognition ofhandwritten words as this is a difficult task
[20]. Robustness is achieved compared to OCR systems
for two reasons:

1. Matching is based on entire words. This is in con­
trast to conventional OCR systems which essen­
tially recognize characters rather than words.

2. Recognition is avoided. Instead a human is placed
in the loop when ASCII equivalents of the words
must be provided.

Some of the matching aspects of the problem are dis­
cussed here (for a discussion of page segmentation into
words, see [18]). The matching phase of the problem is
expected to be the most difficult part of the problem. This
is because unlike machine fonts, there is some variation
in even a single person's handwriting. This variation is
difficult to model. Figure (6) shows two examples of the
word "Lloyd" written by the same person. The last image
is produced by XOR'ing these two images. The white ar­
eas in the XOR image indicate where the two versions of
"Lloyd" differ. This result is not unusual. In fact, the
differences are sometimes even larger.

The performance of two different matching techniques
is discussed here. The first, based on Euclidean dis­
tance mapping [2], assumes that the deformation be­
tween words can be modelled by a translation (shift).
The second, based on an algorithm by Scott and Longuet
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We will now discuss the matching techniques in detail.

3.3 Determination of Equivalence Classes
The list of words to be matched is first pruned using the
areas and aspect ratios of the word images. The pruned
list of words is then matched using a matching algorithm.

or aspect ratio which is too different from the tem­
plate. Next, the actual matching is done by using
a matching algorithm. Two different matching al­
gorithms are tried here. One of them only accounts
for translation shifts, while the other accounts for
affine matches. The matching divides the word im­
ages into equivalence classes - each class presum­
ably containing other instances of the same word.

6. Indexing is done as follows. For each equivalence
class, the number of elements in it is counted. The
top n equivalence classes are then determined from
this list. The equivalence classes with the highest
number of words (elements) are likely to be stop­
words (i.e. conjunctions like 'and' , articles like
'the', and prepositions like 'of') and are therefore
eliminated from further consideration. Let us as­
sume that of the top n, m are left after the stopwords
have been eliminated. The user then displays one
member of each of these m equivalence classes and
assigns their ASCn interpretation. These m words
can now be indexed anywhere they appear in the
document.

(1).!. < _,...A....:w::,.:o:.;.r,;;.d_ ::;0:
0: - Atemplate

3.4 Pruning
It is assumed that

Higgins [28] models the transformation between words
using an affine transform.

Figure 6: 1\\'0 examples of the word "Lloyd" and the
XORimage

3.1 Prior Work
The traditional approach to indexing documents involves
first converting them to ASCn and then using a text
based retrieval engine [30]. Scanned documents printed
in standard machine fonts against clean backgrounds can
be converted into ASCn using an OCR [1]. However,
handwriting is much more difficult for OCRs to handle
because of the wide variability present in handwriting
(not only is there variability between writers, but a given
person's writing also varies).

Image matching of words has been used to recognize
words in documents which use machine fonts [5, 10].
Recognition rates are much higher than when the OCR
is used directly [10]. Machine fonts are simpler to
match than handwritten fonts since the variation is much
smaller; multiple instances of a given word printed in the
same font are identical except for noise. In handwrit­
ing, however, multiple instances of the same word on the
same page by the same writer show variations. The first
two pictures in Figure 6 are two identical words from the
same document, written by the same writer. It may thus
be necessary to account for these variations.

(2)

3.2 Outline of Algorithm
1. A scanned greylevel image of the document is ob­

tained.

2. The image is first reduced by half by gaussian filter­
ing and subsampling.

3. The reduced image is then binarized by threshold­
ing the image.

4. The binary image is now segmented into words. this
is done by a process of smoothing and thresholding
(see [18]).

5. A given word image (i.e, the image of a word) is
used as a template. and matched against all the other
word images. This is repeated for every word in
the document. The matching is done in two phases.
First, the number of words to be matched is pruned
using the areas and aspect ratios of the word im­
ages - the word to be matched cannot have an area

where Atemplate is the area of the template and A word
is the area of the word to be matched. Typical values of
0: used in the experiments range between 1.2 and 1.3. A
similar filtering step is performed using aspect ratios (ie.
the widthlheight ratio). It is assumed that

.!. < ASpectword < (3.
(3 - Aspecttemplate -

The value of (3 used in the experiments range between 1.4
and 1.7. In both the above equations, the exact factors are
not important but it should not be so large so that valid
words are omitted, nor so small so that too many words
are passed onto the matching phase. The pruning values
may be automatically determined by running statistics on
samples of the document [15].

3.5 Matching
The template is then matched against the image of each
word in the pruned list. The matching function must sat­
isfy two criteria:
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ESLH =L(I, - AJ, - t? (4)
I

3.8 Experiments
The two matching techniques were tested on
two handwritten pages, each written by a differ­
ent writer. The first page can be obtained from

where I" J, are the (x,y) coordinates of point I, and J,
respectively.

The values are then plugged back into the above equa­
tion to compute the error ESLH. The error ESLH is an
estimate of how dissimilar two words are and the words
can, therefore, be ranked according to it.

It will be assumed that the variation for valid words
is not too large. This implies that if An and A22 are
considerably different from 1, the word is probably not a
valid match.

Note: The SLH algorithm assumes that pruning on the
basis of the area and aspect ratio thresholds is performed.

3.7 SLH"Algorithm for Matching
The EDM algorithm does not discriminate well between
good and bad matches. In addition, it fails when there is
significant distortion in the words. This happens with the
writing of Erasmus Hudson (Figure 7). Thus a match­
ing algorithm which models some of the variation is
needed. A second matching algorithm (SLH), which
models the distortion as an affine transformations, was
therefore tried (note that it is expected that the real vari­
ation is probably much more complex). An affine trans­
form is a linear transformation between coordinate sys­
tems. In two dimensions, it is described by

(3)r'=Ar+t

where t is a 2-D vector describing the translation, A is
a 2 by 2 matrix which captures the deformation, r' and
r are the coordinates of corresponding points in the two
images between which the affine transformation must be
recovered. An affine transform allows for the following
deformations - scaling in both directions, shear in both
directions and rotation.

The algorithm chosen here is one proposed by Scott
and Longuet-Higgins [28] (see [16]). The algorithm re­
covers the correspondence between two sets of points I
and J under an affine transform.

The sets I and J are created as follows. Every white
pixel in the first image is a member of the set I. Similarly,
every white pixel in the second image is a member of
set J. First, the centroids of the point sets are computed
and the origins of the coordinate systems is set at the
centroid. The SLH algorithm is then used to compute
the correspondence between the point sets.

Given the (above) correspondence between point sets
I and J, the affine transform A, t can be determined by
minimizing the following least mean squares criterion:

1. It must produce a low match error for words which
are similar to the template.

2. It must produce a high match error for words which
are dissimilar.

Two matching algorithms have been tried. The first
algorithm - Euclidean Distance Mapping (EDM) - as­
sumes that no distortions have occured except for rela­
tive translation and is fast. This algorithm usually ranks
the matched words in the correct order (i.e. valid words
first, followed by invalid words) when the variations in
words is not too large. Although, it returns the low­
est errors for words which are similar to the template,
it also returns low errors for words which are dissimilar
to the template. The second algorithm [28],referred to as
SLH here, assumes an affine transformation between the
words. It thus compensates for some of the variations in
the words. This algorithm not only ranks the words in the
correct order for all examples tried so far, it also seems
to be able to better discriminate between valid words and
invalid words. As currently implemented the SLH algo­
rithm is much slower than the EDM algorithm (we expect
to be able to speed it up).

3.6 Using Euclidean Distance Mapping for
Matching

This approach is similar to that used by [6] to match ma­
chine generated fonts. A brief description of the method
follows (more details are available from [18]).

Consider two images to be matched. There are three
steps in the matching:

1. First the images are roughly aligned. In the verti­
cal direction, this is done by aligning the baselines
of the two images. In the horizontal direction, the
images are aligned by making their left hand sides
coincide.

The alignment is, therefore, expected to be accurate
in the vertical direction and not as good in the hori­
zontal direction. This is borne out in practice.

2. Next the XOR image is computed. This is done by
XOR'ing corresponding pixels (see Figure 6).

3. An Euclidean distance mapping [2] is computed
from the XOR image by assigning to each white
pixel in the image, its minimum distance to a black
pixel. Thus a white pixel inside a blob is assigned
a larger distance than an isolated white pixel. An
error measure EEDM can now be computed by
adding up the distance measures for each pixel.

4. Although the approximate translation has been
computed using step 1, this may not be accurate and
may need to be fine-tuned. Thus steps (2) and (3)
are repeated while sampling the translation space in
both x and y. A minimum error measure EEDMmin

is computed over all the translation samples.
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Figure 7: Part of a page from the collected papers of the Hudson family

24



the DIMUND document server on the internet
http://documents.cfar.umd.edulresourcesldatabasel
handwriting.database.html This page will be referred
to as the Senior document. The handwriting on this
page is fairly neat (see [18] for a picture). The second
page is from an actual archival collection - the Hudson
collection from the library of the University of Mas­
sachusetts (part of the page is shown in Figure (7). This
page is part of a letter written by James S. Gibbons to
Erasmus Darwin Hudson. The handwriting on this page
is difficult to read and the indexing technique helped in
deciphering some of the words.

The experiments will show examples of how the
matching techniques work on a few words. For more ex­
amples of the EDM technique see [I8]. F~r more ~xam­

pIes using the SLH technique and compansons WIth the
EDM technique see [16]. In general, the EDM method
ranks most words in the Senior document correctly but
ranks some words in the Hudson document incorrectly.
The SLH technique performs well on both documents.

Both pages were segmented into words (see [I8] for
details) The algorithm was then run on the segmented
words. In the following figures, the first word shown
is the template. After the template, the other words are
ranked according to the match error. Note that only the
first few results of the matching are shown although the
template hasbeen matchedwitheverywordon the page.
The area threshold a was chosen to be 1.2 and the aspect
ratio threshold f3 was chosen as 1.4. The translation val­
ues were sampled to within ±4 pixels in the X direction
and ±l pixel in the y direction. Experimentally, this gave
the best results.

3.9 Results using Euclidean Distance
Mapping

The Euclidean Distance Mapping algorithm works rea­
sonably well on the Senior document. An example is
shown below.

In Figure (8), the template is the word "LIoyd". The
figure shows that the four other instances of "LIoyd"
present in the document are ranked before any of the
other words. As Table (2) shows, the match errors for
other instances of "LIoyd" is less than that for any other
word. In the table, the first column is the Token number
(this is needed for identification purposes), the second
column is a transcription of the word, the third column
shows the area in pixels, the fourth gives the match error
and the last two columns specify the translation in the x
and y directions respectively. Note the significant change
in area of the words.

The performance on other words in the Senior docu­
ment is comparable (for other examples see [I8]). This
is because the page is written fairly neatly. The perfor­
mance of the method is expected to correlate with the
quality of the handwriting. This was verified by running
experiments on a page from the Hudson collection (Fig-
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Figure 8: Ranked matches for template "Lloyd" using
the EDM algorithm (the rankings are ordered from left
to right and from top to bottom).

ure 7). The handwriting in the Hudson collection is diffi­
cult to read even for humans looking at grey-level images
at 300 dpi The writing shows wide variations in size - for
example, the area of the word ''to'' varies by as much as
100% ! However, this large a variation is not expected to
occur and is not seen when the words are larger. Since
humans have difficulty reading this material, we do not
expect that the method will perform very well on this
document.

The Euclidean Distance Mapping technique fails for
the template "Standard" in the Hudson document (see
Figure (9». The failure occurs because the two in­
stances of "Standard" are written differently. The tem­
plate "Standard" has a gap between the ''t'' and the "a".
This gap is not present in the second example of "Stan­
dard" (this is more clearly visible in Figure (10). A tech­
nique to model some distortions is, therefore, necessary.

Figure 9: Rankings for template "Standard" using the
EDM algorithm(the rankings are ordered from left to
right and from top to bottom).

3.10 Experiments Using the SLH
Algorithm

The SLH algorithm handles affine distortions and is,
therefore more powerful then the EDM algorithm. Since



Token Word Area EEDMmin Xshift Yshift
105 Lloyd 1360 0.000 0 0
70 Lloyd 1224 0.174 0 0
165 Lloyd 1230 0.175 -2 0
197 Lloyd 1400 0.194 4 0
239 Lloyd 1320 0.197 -3 0
21 Maybe 1147 0.199 -1 0
180 along 1156 0.200 1 0
215 party 1209 0.202 1 0
245 spurt 1170 0.205 -1 0
121 dreary 1435 0.206 3 0

Table 2: Rankings and match Errors for template "Lloyd".

Token Word Area CP ESLH A T
105 Lloyd 1368 233 0.00 1.00 0.00 0.00

0.00 1.00 0.00
197 Lloyd 1400 199 1.302 0.96 -0.04 1.58

0.01 1.04 0.14
70 Lloyd 1224 176 1.356 0.94 0.09 -1.02

0.03 0.92 -1.38
165 Lloyd 1230 189 1.631 1.03 0.05 -0.43

-0.01 0.87 -2.60
239 Lloyd 1320 203 1.795 0.99 -0.05 1.44

0.03 1.07 2.21
157 lawyer 1518 185 3.393 0.96 -0.03 1.89

0.05 1.11 0.03
240 Selwyn 1564 188 3.673 0.94 0.06 -4.23

0.05 1.05 -0.75
91 thought 1178 181 3.973 0.97 0.03 2.33

-0.01 1.08 2.91

Table 3: Rankings and Match Errors for template "Lloyd" Using SLH Algorithm.

the current version of the SLH algorithm is slow, the ini­
tial matches were pruned using the EDM algorithm and
then the SLH algorithm run on the pruned subset.

Experiments were performed using both the Senior
document and the Hudson documents. A few examples
are shown here (for more details see [16]). For the Se­
nior documents the same pruning ratios were chosen as
before. To account for the large variations in the Hudson
papers, the area threshold a was fixed at 1.3 and the as­
pect ratio threshold at 1.7. The value of 0' depends on the
expected translation. Since it is small, 0' = 2.0. A lower
value of 0' = 1.5 yielded poorer results.

The matches for the template "Lloyd" are shown in Ta­
ble (3). The succesive columns of the table, tabulate the
Token Number, the transcription of the word, the area of
the word image, the number of corresponding points re­
covered by the SLH algorithm, the match error EsLH
using the SLH algorithm and the affine transform. The
entries are ranked according to the match error ESLH. If
either of Au or A22 is less than 0.8 or greater than 1/0.8,
that word is eliminated from the rankings. A comparison
with Table (2) shows that the rankings change. This is
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not only true of the invalid words (for example the sixth
entry in Table (2) is "Maybe" while the sixth entry in Ta­
ble (3) is "lawyer" but is also true of the "Lloyd"'s. Both
tables rank instances of "Lloyd" ahead of other words.
The technique also shows a much greater discrimination
in match error - the match error for "lawyer" is almost
double the match error for the fifth "Lloyd".

The method was also run on the Hudson document
(Figure (7» and it ranked most of the words correctly
on this document. As an example, we look at the word
"Standard" on which the EDM method did not rank cor­
rectly. The SLH method produces the correct ranking in­
spite of the significant distortions in the word (see Figure
(10».

3.10.1 Recall-Precision Results
Indexing and retrieval techniques may be evaluated us­

ing recall and precision. Recall is defined as the "pro­
portion of relevant documents actually retrieved" while
precision is defined as the "proportion of retrieved doc­
uments that are relevant" [31]. Figure 3.10.1 shows the
recall-precision results for both algorithms on the Senior



Figure 11: Recall precision results for Senior document

Figure 10: Rankings for template "Standard" for the
SLH algorithm (the rankings are ordered from left to
right and from top to bottom).

1. The ability to retrieve "similar" images. This is in
contrast with techniques which try to recover the
same object. In our system, a car used as a query

ing for a picture of a leopard from a certain viewpoint. Or
alternatively, the user may require a picture of Abraham
Lincoln from a particular viewpoint.

Retrieving semantic information using image content
is difficult to do. The automatic segmentation of an im­
age into objects is a difficult and unsolved problem in
computer vision. However, many image attributes like
color, texture, shape and "appearance" are often directly
correlated with the semantics of the problem. For exam­
ple, logos or product packages (e.g., a box of Tide) have
the same color wherever they are found. The coat of a
leopard has a unique texture while Abraham Lincoln's
appearance is uniquely defined. These image attributes
can often be used to index and retrieve images.

The Center has carried out pioneering research in this
area. The Center conducts research in both color based
image retrieval see and appearance based image retrieval
(the methods applied to appearance based image retrieval
may also be directly applied to texture based image re­
trieval). We will now discuss appearance based retrieval
(the reader is referred to [3] for discussions about the
color based retrieval.

4.1 Retrieval by Appearance
Some attempts have been made to retrieve objects using
their shape [4, 24]. For example, the QBIC system [4],
developed by mM, matches binary shapes. It requires
that the database be segmented into objects. Since auto­
matic segmentation is an unsolved problem, this requires
the user to manually outline the objects in the database.
Clearly this is not desirable or practical.

Except for certain special domains, all methods based
on shape are likely to have the same problem. An ob­
ject's appearance depends not only on its three dimen­
sional shape, but also on the object's albedo, the view­
point from which it is imaged and a number of other
factors. It is non-trivial to separate the different factors
constituting an object's appearance. For example, it is
usually not possible to separate an object's three dimen­
sional shape from the other factors.

The Center has overcome this difficulty by develop­
ing methods to retrieve objects using their appearance
[26, 27, 19, 25]. The methods involve finding objects
similar in appearance to an example object specified by
the query.

To the best of our knowledge, ours is the first gen­
eral query by appearance image retrieval system. Sys­
tems have been built to retrieve specific objects like faces
(e.g., [29])). However, these systems require a number of
training examples and it is not clear whether they can be
generalized to retrieve other objects.

Some of the salient features of our system include:
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document. The two EDM graphs are for two different
values of the area ratio (1.22 and 1.3). Notice that they
do not differ significantly, thus showing that the exact
values of the area ratio are not significant. The average
precision for the EDM and SLH algorithms on the Senior
document are 79.7 % and 86.3 % respectively. Note that
SLH performs significantly better than EDM. Similar re­
sults are obtained with the Hudson document.

4 Image Retrieval

The indexing and retrieval of images using their content
is a poorly understood and difficult problem. A person
using an image retrieval system usually seeks to find se­
mantic information. For example, a person may be look-
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will also retrieve other cars rather than retrieving
only cars of a specific model.

2. The ability to retrieve images embedded in a back­
ground (see for example the cars in Figure 13 which
appear against various backgrounds).

3. It does not require any prior manual segmentation
of the database.

4. No training is required.

5. It can handle a range of variations in size.

6. It can handle 3D viewpoint changes up to about 20
to 25 degrees.

The user constructs the query by taking an example
picture, and marking regions which she considers impor­
tant aspects of the object. The query may be refined later
depending on the retrieval results. Consider, for exam­
ple, the first car shown in Figure 4.1. The user marks the
region shown in the figure using a mouse. Notice that
the region reflects the fact that wheels are central to a
car. The user's query in this situation is to find visually
similar objects (i.e., other cars) from a similar viewpoint
(where the viewpoint can vary up to 25 degrees from the
query).

The database images are filtered with derivatives of
Gaussians at multiple scales. Derivatives of the first and
second order are used. Differential invariants (invariants
to 2D rotation) are created using the derivatives. [19,25].
An inverted list is constructed from these invariants. The
inverted list is indexed using the value of each invariant.
The entire computation may be carried out off-line.

The on-line computation consists ofcalculating invari­
ants for points in the query (which is a region in the im­
age). Points with similar invariant values are now re­
covered from the database by indexing on the invariant
values. The points obtained by indexing must also sat­
isfy certain spatial constraints. That is, the values of
the invariants at a pixel and at some of its neighbors
must match. This ensures that the indexing scheme pre­
serves the spatial layout of objects. Points which satisfy
this spatial relationship vote and the database images are
ranked on the basis of this vote.

The scheme described above works if the object is
roughly the same size in the query and the image
database. In practice it is quite common for the objects
to be of different sizes in a database. The variation in
size is handled by doing a search over scale space. That
is, the query is filtered with Gaussian derivatives of dif­
ferent standard deviations [14, 13, 12] and the image si­
multaneously warped. This allows objects over a range
of sizes to be matched [26,27].

The query is outlined by the user with a mouse Figure
4.1. Figure 13 shows the results of a query. Notice that
a large number of cars with white wheels have been re­
trieved. For more examples, see [19,25]. This retrieval
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Figure 12: Car Query for retrieval by indexing

was performed on a database of 1600 images taken from
the Internet, the Library of Congress and other sources.
The database consists of faces, monkeys, apes, cars,
diesel and steam locomotives and a few houses. Lighting
and camera parameters are not known.

5 Conclusion

This paper has described the multimedia indexing and
retrieval work being done at the Center for Intelligent In­
formation Retrieval. Work on systems for finding text
in images, indexing archival handwritten documents and
image retrieval by content has been described. The re­
search described is part of an on-going research effort
focused on indexing and retrieving multimedia informa­
tion in as many ways as possible. The work described
here has many applications, principally in the creation of
the digital libraries of the future.
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Figure 13: The results ofthe car query.
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Document Image Matching and Retrieval Techniques

Abstract
A brief survey is presented of several techniques for

document image matching and retrieval developed at the
Ricoh California Research Center. These methods are
given a document image as input and locate visually
similar or identical copies of the same image in a large
database.

1. Introduction

Jonathan J. Hull, John Cullen, and Mark Peairs
Ricoh California Research Center
2882 Sand Hill Road, Suite 115

Menlo Park, CA 94025
hull@crc.ricoh.com

specific images could be recorded or alerts issued when
certain documents were processed.

The rest of this paper describes several techniques
for document image matching. A general framework is
presented first, This is followed by a brief presentation
of two algorithms: one that uses symbolic features
extracted from text and another that uses features
extracted directly from CCIIT group 3 or group 4 fax
compressed images.

Document image matching algorithms are useful in
applications where the objective is to locate visually
similar or identical copies ofa given document in a large
database. Applications of this technology include
automatic filing in which a user would like to store
documents with a similar appearance (e.g., business
letters, utility bills, etc.) in the same location. Content­
based retrieval is another application in which a single
sheet from a multi-page original is used to locate the
other pages.

Figure I illustrates a confidential document
monitoring system in which the objective is to
determine whether a given document image exists in a
database. Such an approach could be used to monitor
facsimile traffic. The transmission or reception of

document database

2. General Framework

A general framework for document image matching is
presented in Figure 2. This follows the paradigm of
hypothesis generation and testing commonly used to
solve computer vision problems. Features are extracted
from an input document image as well as the images in a
database. Those feature descriptions are compared by a
similarity detection algorithm that locates a group of N
documents that are visually similar to a given image.

Equivalence detection is performed by extracting
another (perhaps different) feature description from both
the input document image and the N visually similar
document images output by the similarity detection step.
The output of equivalence detection are duplicates of the
input document that are contained in the database.

Figure 1. Fax alerting application for content-based document image matching (from [2]).

31



document
image

database

input document
image

Nvisually
similar

document
images

equivalence ~_.
detection

duplicate
document(s)

Figure 2. General framework for document image matching.

2.1 Similarity Detection

A technique for similarity detection is reported in [3]
that calculates a feature vector by imposing a fixed grid
on a document image and counting the number of
connected components of a certain size that occur in
each grid cell Only connected components that are
approximately the size ofcharacters are counted.

Experimental results showed that as few as 9
features (a 3x3 grid) could be used to locate duplicate
documents in a database of 979 images with a 98%
accuracy. The test set for this application was extracted
from University of Washington CDROMI [6] and the
object of the test was to locate duplicates of the 125
images tagged as 'E' that are indicated by a
corresponding'S' tag. The algorithm was applied to
each of the 979 images in turn. The ten images with the
minimum Euclidean distance to the input document
were output. The result quoted above means that 98%
of the time the correct match was contained among the
ten documents with the minimum Euclidean distance to
the input
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2.2 Equivalence Detection Using Word
Lengths

A method for detecting equivalent document images in a
large database is reported in [1]. This technique
estimated the number of characters in each word of text
and formed features by concatenating the lengths of M
adjacent words. For example, with M=3, the phrase
''the rain in Spain" can be described by the features 3-4­
2 and 4-2-5. This feature description is tolerant to noise
in that incorrectly estimating the length of any word
changes at most M features. Also, this feature
description maps easily from images of documents to
their symbolic representations as ASCn files,
independent of how they are formatted.

Each such feature was used as a key for a hash
function and the identity of the passage of text from
which each feature was extracted was stored in a hash
table. At run-time, the features extracted from a text
passage were hashed and votes were accumulated in the
hash table. Documents in the database that obtained a
suitable number of votes were assumed to match the
input image.



A result of this work is the observation that the
sequence of word lengths extracted from a passage of
text can provide a unique identifier for the passage.
Experimental results showed that as few as 50
descriptors of length M=6 can be used to locate a
matching document in a database of 997 images.
Increasing the value of M reduces the number of
descriptors and increases the number of documents that
can be described by this method.

An adaptation of the word length hashing method
was used in a paper-based technique for document
image retrieval [5]. Small iconic representations for
document images were printed in such a way that the
visual appearance of the document was retained.
However. an address of the original high resolution
scanned image of the document in a large database
could still be derived directly from the icon. This was
done by printing text so that the numbers of characters
in each word could be determined from a scanned image
of the icon.

An example of an original document and the icon
derived from it are shown in Figure 3. It can be seen
that the general appearance of the document is retained
in the icon. This figure also shows the actual size of an

icon. Experimental results showed that 49 of these icons
could be printed at 600 dpi on a single sheet of paper.

2.3 Equivalence Detection Using Pass Codes
in Fax Images

Another technique for equivalence detection (outlined in
Figure 4) addresses the application scenario presented
in Figure 1 [2]. The input image (also referred to as the
query) and the images in the database are assumed to be
compressed in CCIIT group 3 or group 4 format. The
x.y locations of the centers of pass coded runs in each
image are extracted. A subset of pass code locations in
each image are chosen that are contained in rectangular
patches of text The two-dimensional arrangements of
x.y locations are compared using a modified Hausdorff
distance measure that compensates for x-y translation
[4]. It is assumed that skew would be normalized by
preprocessing using a technique similar to that proposed
in [7]. It is further assumed that it is not necessary to
compensate for scale change. A binary decision is
output that indicates whether the query image is
equivalent to a given image from the database. This
procedure is used to compare a query image
sequentially to each image in the database.
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Figure 4. Document image equivalence detection on CCITI group3 or group 4 fax images (from [2]).

Figure 5 shows a one inch square patch of image
data and the pass codes extracted from it It canbe seen
that the two-dimensional arrangement of pass codes
represents the rigid arrangement of characters in a
passage of text Aspects of the identities of the
characters, their font size, line spacing, and word
spacing arereflected in the layout of pass codes.

Experimental results on a database of 800document
images showed that the two-dimensional arrangement
of pass codes extracted from a one-inch square patch
was 95% accurate in locating duplicate documents. On
average, only 190pass coded runs were present in each
patch. These experiments were conducted on a subset
of the University of Washington COROM. Analysis of
the errors showed thatmost of them could be accounted
for by various non-linear distortions not expected to
occur in practice.

3. Discussion and Conclusions

A general framework for document image matching
waspresented that is similar to a hypothesis generation
and test paradigm. A group of N documents that are
visually similar to a given query image are first located.
The query image is then compared to each of these
images to determine whether they are equivalent (i.e.,
scanned from the same original).
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Experimental investigation of several alternative
methods for document image equivalence detection has
yielded promising results. A method that used pass
codes extracted from CCITI fax images has shown
particular promise. Further investigation is needed to
determine how well this method performs in the context
of a complete systems solution that includes an
appropriate method for similarity detection. The
algorithm should be tested on a larger and more
heterogeneous database that includes a range of image
qualities.
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Declassification Overview

Tom Curtis
Department of Energy

Declassification Productivity Initiative

Abstract

Openness in government is a core principle of our democracy. Openness provides in­
formation the American people need to make informed choices and builds citizen trust
in our governmental institutions. However, the federal government is faced with an
huge backlog of classified documents to be reviewed. So far, several billion pages have
been identified. Motivated by the end of the cold war, a new spirit of openness, and
a new Presidential Executive Order on classifying and declassifying National Security
Information (NSI) dramatic changes are underway in the review, processing, and re­
lease of classified documents. Many federal agencies now have programs underway to
use automation to sanitize and release the unclassified portion of this information to
the American public. While almost all of these effort currently use automation only to
computerize manual review and redaction; these agencies will soon have accumulated
tens even hundreds of millions of document images to manage. At the same time the
new Electronic Freedom of Information Act (EFOIA) will allow the public access to
request such documents and information in electronic form.

One effort to develop leading-edge automated declassification tools is the Department
of Energy (DOE) Declassification Productivity Initiative (DPI). The DPI, a program
in DOE's Office of Declassification (OD), is a comprehensive effort to use advanced
technology to increase document declassification productivity and accuracy. Almost all
documents to be reviewed and declassified are only available in non-electronic form.
Many of these documents are more than 40 years old; including carbon, Xerox, and
facsimile copies; and range from very poor to fair condition. The program's current
research and development agenda is focused on the following areas:

Conversion of these documents to usable electronic form including automated scan­
ning, evaluating, enhancing, conversion to text, and meta data extraction.

Automatic duplicate detection and document content characterization.
Classification guidance knowledge representation.
Document content understanding and classified information detection.
Electronic storage and easy public access to declassified and release documents.

While currently, advanced technology development for declassification is limited to a few
programs such as DPI the new Executive Order, EFOIA, increasing demand for open­
ness in government, and dramatic shift by the public to electronic access to information
will drive the demand for powerful document Processing, access, and management tools.
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• End of the Cold War
• Public Demands for Openness
• E.O. 12958 - NSI Documents 25 years or older
• Electronic Freedom of Information Act

• Changes in How Public Accesses Information
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Document Sanitization
A Paper Process

• Locate documents
• Determine if classified
• Mark sensitive parts
• Remove marked portions
• Prepare sanitized copy
• Remove other sensitive non-classified

information

• Prepare & release final copy



Initial Government Declassification
Automation Efforts

• Page Scanning
- 200-300 dpi - black & white

• Workflow - Electronic Routing
~ • On Screen Redaction & Annotation

• Indexing

• Quality Assurance
• Output / Distribution

- Paper
- Electronic
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DOE Declassification
Productivity Initiative (DPI)

• An advanced technology program to improve
document declassification productivity and
accuracy

• Objective: Develop advanced computer-based
document declassification tools

• Ultimately: Develop an intelligent computer
declassification system
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Error Correction

None

Rejects only

Rejects and lst
Level Markers
RejectS;1stand 2n,
Level Markers

Table1: CharacterAccuracy

IAOOUfacy 11~~;;I~II ~~5~WI_aI~:;I
Table2: Word Accuracy



CJ1
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• Automation and Reengineering
the Declassification Process

• Document Conversion & Characterization
- Scanned Image Processing, OCR Improvement
- Sorting & Categorizing,

• Classification Knowledge Representation
- HyperLinked Classification Guidance Database

• Classified Information Detection
- Text Analysis Project
- UltraStructure System

• Distribution &Access
- Opennet Internet Database

- Fractal Compression R&D



• Declassification Community Automation
Increasing

• Automation Sophistication Increasing
~ • Law & Societal Trends Will Drive Further

Changes
• Document Image Technology Can Help Meet

the Communities Needs



Detection of Duplicate Documents and Text Retrieval in Image Domain
(D3/TR)

Henry F. Villarama, Harish Kathpal
Kathpal Technologies, Inc.

2230 Gallows Road, Suite 380
Dunn Loring, Virginia 22027

kti@kathpal.com

Abstract
In keeping with Executive Order 12958, the CIA intends to declassify documents
numbering in the millions. Currently, the document declassification process is
very labor intensive requiring an average of 3 to 10 minutes per page. Any reduction in

the processing time will significantly improve productivity in massive declassification
operations. This project investigates the availability and effectiveness of technologies in
identifying duplicate documents in very large collections of document images and
retrieval of text from images of a single document. The ability to be integrated into the
CIA's declassification environment will also be analyzed. This research focuses on
duplicate database detection and text retrieval in the raster image domain in the absence
of optical character recognition. Areas of evaluation are functional performance,
interoperability, human and computer interface, and maintainability. The project will
involve research of applicable techniques/technologies such as:

• Graphical Zoning
• Page Segmentation
• Automatic Scan and Indexing
• Image Feature Extraction
• N-gram Based Techniques
• Character Shape Coding

This project is currently on-going under the direction of the Federal Intelligence
Document Understanding Laboratory (FIDUL). Project scope is limited to research of
availability and effectiveness of applicable technologies in the area of concern. Both the
duplicate document detection tool and text retrieval tool will be considered for integration
into the CIA Declassification Factory at project completion.
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A System For Table Understanding

Charles Peterman*Dr. C.Hwa Chang*
EECS Department, Tufts University, Medford, MA 02155

Hassan Alam**
BCL Computers, 2540 Mission College Blvd, Santa Clara, CA 95054

*{peterman,hchang}@eecs.tufts.edu **hassana@netcom.com

Abstract

The tabular format is the most compact way to
display data with multiple indices in an image. This
fact, combined with the prevalence offaxes and phone
lines as a means ofdata transfer throughout the world,
indicates the need for a flexible method of
interpretation of these images and the transfer of that
information to a database. The flexibility of this
method is gained by using a loosely constrained model
for the table as a whole, while using information
derived from the image to constrain the models for
each offive types oftext blocks (data, vertical indices,
horizontal indices, title, and footnotes) and structure
(rows, columns, hierarchy of descriptive blocks) that
might be found within the table. The parametersfor the
models are based on the white space and syntactic
relationships present in the table. Syntactic
relationships are built using a variant of the edit
distance algorithm proposed by Horst Bunke and by
using direct string matching. The boundaries between
entities based on these structures allow for the
detection of complex structures within the table, such
as the presence ofmulti-lined rows, and changes in the
column and row structures.

1.0 Introduction

The value of information depends upon how quickly it
can be disseminated to the people who need it. Printed
tables represent both a wealth of information and a
transmission bottleneck. As long as the data in the
table remains only on paper, it is slow to transfer and
correlate with other information. The process of
manual entry of the data from a table to a database is
time consuming and prone to human error. An
automated system of table recognition and
understanding would mitigate both of these concerns.
This paper focuses on table understanding, recognition
being a problem worked on by other members of the
BCL group.
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Table understanding is the process by which the text
information in the table is extracted into a searchable
form that preserves the text relations inferred by the
layout and syntax of the printed table. This process
consists ofdetermining how the blocks of text associate
with each other. There are two general types of blocks:
data blocks and descriptive blocks. Data blocks are the
most numerous and regular in terms of content and
spacing relationships within a given table. Descriptive
blocks provide context to either kind of block.
Descriptive blocks that have the same kind of
associativity with data blocks (top down, left to right)
tend to share a common boundary with the data they
describe. These boundaries may be defined by changes
in any of the following characteristics from one region
to another:

• Horizontal or vertical white space
• Size and/or type offont
• Justification
• Presence and characteristics of lines
• Content
• Syntax of content

The information for defining a boundary between
regions can be generated from the table itself based on
the regularity of the features above along one cardinal
axis and their irregularity along the other.

It is unnecessary and cumbersome to work at the
image level for this type of analysis. For the purposes
of this paper, it is assumed that the table has been
recognized and extracted from the rest of the
document. Rather than working with pixels as the
smallest unit, it is preferable to work at the level of a
page description language. At this level, the image has
been segmented into lines and blocks of text, and the
text has passed through an OCR. Within this paper,
the term "block" of text refers to a data structure that
stores the location, content, tag number, and neighbor
relationships for a string of text. Location is stored as



Input File
I

Extract syntactiC
characteristics of individual

blocks

I
Topological extraction of

simple structures

I I
Extract Syntactic Extract Topological

Characteristics of structures Characteristics of Structures

I I
Using both sets of

characteristics, define
boundaries between differen

regions of the table

I
Search for tkundaries in

body section of table, define
substructures

I
Output blocks with

appropriate labels ready for
extraction to database

1. The input file contains the complete table;
there are no missing or extraneous features.

2. The text within the blocks has minimal OCR
errors (under 1%, preferably).

Figure 2: Flow Chart of this Table Understanding
System

It is important to distinguish table understanding from
form understanding. Tables represent a mapping of
one or more indices to many pieces of data. The data
type is usually determined by one of the indices, and is
therefore regular along one of the axis. Forms
represent only a one to one mapping between indices
and data, in which there are no implications of
regularity of data. By this fact, forms are ill suited to
the methods developed in this paper.

Throughout this paper there are two input
assumptions to keep in mind:

Pb •
lhKkllCll -(Id) 1II.!.p. .. - - -

6.DI 4.29 - -
!.Si 5.45 - -

The equivalent block file would be similar to this:
block( I, [xl,yd, [X2,y2], "Pb" {north: nil south: 2 east:
nil west: nil}).
block( 2, [xhyd, [X2,y2], "thickness"{north: 1 south: 6
east: nil west: nil}).
block( 7, [xhyd, [X2,y2], "m.f.p"{north: nil south: 10
east: 5 west: 6}).
block( 5, [xhyd, [X2,y2], "Broder"{north: nil south: 3
east: nil west: 7}).
block( 6, [xl,yd, [X2,y2], "(in)"{north: 2 south: 9 east: 7
west: nil}).
block( 9, [xhyd, [X2,y2], "I''{north: 6 south: 12 east: 10
west: nil}).
block( 12, [xl,yd, [X2,y2], "2" {north: 9 south: nil east:
11 west: nil}).
block( 10, [xl,yd, [X2,y2], "6.01"{north: 7 south: 11
east: 3 west: 9n.
block( 11, [xl,yd, [X2,y2], "7.55"{north: 10 south: nil
east: 4 west: 12}).
block( 3, [xl,yd, [X2,Y2], "4.29"{north: 5 south: 4 east:
nil west: IOn.
block( 4, [xl,yd, [X2,y2], "5.45"{north: 3 south: nil
east: nil west: 11n.
line(lOl, [xl,yd, [X2,y2], {north: 6, 7, 5 south: 9, 10, 3
east: nil west: nil}).

Figure 1: The table image (left) and the block
equivalent

the pixel coordinates of the upper left and lower right 1.1 Application
of the block. The tag number is an arbitrary number
which uniquely identifies that particular block. The
neighbor relationships indicate which other blocks of
text are closest to this block in the cardinal directions
(north south, east, and west) by tag number. Vertical
and horizontal lines are also tagged with a unique
identifying number, and are stored by their upper left
and lower right coordinates along with the neighboring
blocks.
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2.0 Regions and Elements of the
Generalized Table Model
The regions of the model are defined by how their
content associates with itself and with the content of
other regions. The generic model for a table considered
for analysis in this paper in Figure 2. Viewing the table
as a compact layout of a database, the fields of the
database are the indices of the table. The data that the
index describes is found either under the index or to its
right. It is assumed that the data is either vertically
(column) or horizontally (row) aligned with the index
by which it is described.

TitleRegion

Vertical or Headers
Hcrizortal

Indices
Vertical Indices RegionRegion

Row
Labels

Horizon Body
tal

Indices
Region

Footnote or TitleRegion

Figure 3: Generic Table Model

All regions in Figure 3 are optional except for the
Body. The Body region consists, at its most simple
level, of data completely without explicit indices.
Understanding of tables that consist only of data
without indices requires domain specific knowledge
that is usually highly specialized, and is therefore
inappropriate for consideration in this model. Such
cases are rare. The majority of cases considered have
the vertical indices, horizontal indices, and title
regions defined as well. The composition of the body
region is not limited to simple data cells consisting of
one text block. The body region may contain complex
data cells consisting of more than one text block, or
complex structures such as sub-tables. Few
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assumptions are made about the contents of the
regions.

While the model for the overall table is loosely
constrained, the behaviors of the elements of the table
are well defined. The elements include structures,
regions, and block descriptions. The primary
structures are flat rows and columns. A flat row is a
collection of blocks that have reciprocal neighbor
relations along the horizontal axis. Likewise for a
column, except that reciprocal neighbor relations are
along the vertical axis. Compound structures, such as
combined rows and sub-tables are combinations of
simple structures. Combined rows are groupings of flat
rows such that the primary index for one of the flat
rows in that group is descriptive of all data blocks in
those flat rows. Sub-tables are regions of the body in
which there exists at least one set of indices and data
blocks.

Regions are defined by the way the blocks they
include interact with each other and with blocks in
other regions. The title region is associated with every
other block within the table. Footnotes bind to another
specificblock, which may either be data or descripti~e.

Vertical indices are associated with columns while
horizontal indices are associated with rows. The body
contains the data described by the descriptive regions
and may contain sub-regions that function as vertical
or horizontal indices.

Within the descriptive regions, blocks are classified
as either being descriptive of other blocks within the
region or outside of the region. Data blocks are
associated with the descriptive blocks of the column,
row,and other structures that contain them.

3.0 Topological Models

The topology of a table is the primary source of
information about the individual blocks and the
significance of their contents. The coarse information
provided at the topological level may be sufficient to
successfully classify all blocks within a simple table.
From the input data the simple structures (rows and
columns) are extracted along with their topological
characteristics: size, position, the means of spacing
between blocks, mean vertical size of blocks,
deviations from those means, and justification trends.
A figure of significance,ce, is attached to each deviation
found. The value a. is a function of the number of
times analogous deviations occur within the column or
row versus the total number of possible occurrencefor
that deviation. The horizontal and vertical lines are
tallied independently with considerations for run
length, thickness, and number of blocks intervening.



The larger the total number of lines of a particular
grouping of characteristics, the lower the significance,
u, for those lines.

3.1 Boundaries between Regions

Once the topological data has been generated, it may
be parsed to find the boundaries between the different
regions: title, header, row label, body, and footnote.
(See figure 1.) The following characteristics are used
to define such boundaries.

3.1.1 Boundary between Title and Header
Regions

• All blocks north of boundary have the same
justification and no horizontal neighbors.

• Blocks to the south of the boundary may have
horizontal neighbors.

• A horizontal line of ex. greater than a
threshold value may coincide with the
boundary.

• The vertical space between the blocks north
of the border and south of the border may be
smaller than the vertical space between the
regions.

3.1.2 Boundary between Headers and
BodylRow Labels Regions

• A horizontal line of ex. greater than a threshold
value may coincide with the boundary.

• The vertical space between blocks along the
boundary might not coincide with the means
calculated for the respective columns of those
blocks.

• The boundary may be represented by a change
in the justification of the blocks, relative to the
column.

• The blocks below the boundary may be
uniform in sizing, while those above are
irregular.

3.1.3 Boundary between Row Labels and
Body/Headers Regions

A baseline assumption is that the leftmost column is
the horizontal indices region of the table. Supporting
evidence can be found in the following details:

• Irregular horizontal spacing between the
rightmost boundary of the blocks to the left of
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the boundary and the justification defined
boundary of the blocks to the right of the
boundary.

• Presence of a vertical line of ex. greater than a
threshold value coinciding with the boundary.

• The blocks right of the boundary may be
uniform in sizing, while those above are
irregular.

3.1.4 Boundary between Row LabelslBody
and Footnote/Title Regions

• Presence of a horizontal line of ex. greater than
a threshold value coinciding with the
boundary.

• Blocks below boundary have no horizontal
neighbors.

• Blocks below the boundary are left or center
justified.

• Vertical spacing of boundary is not the same
as the means ofvertical spacing either above
or below it.

3.2 Read Order within Regions

Once the boundaries between regions have been
defined, the read orders of the blocks within those
regions are determined. The regions themselves are
partially defined by which set of topological rules
determine their read order. Read orders are assumed to
proceed either left to right, top to bottom, or a
combination of the two. Non-adjacent blocks may be
sequential in read order, as occurs within the indices.
Adjacent blocks which may be grouped together to
form one atomic descriptive entity (header, row label,
title, footnote) are called 'cells.' The term 'super' is
used to describe any descriptive block within the
indices regions that describes more than one other
index within the same region.

The title region has the simplest read order, which
proceeds from top to bottom within the region. The
index regions, body, and footnotes have more complex
rules governing their read order.

3.2.1 Header Read Order

Headers are of two types: plain and super. The
description 'super' is applied to any block whose
horizontal span covers two or more columns. A super
header is a member of each of the columns that it spans
(Figure 3). This span may be real, defined by the
horizontal length of the block, or implied. A



horizontal span greater than the block length can be
implied by a line of run length shorter than the width
of the table, or by centering one block above the region
between the two blocks below it (Figure 4). 'Plain'
headers occur within the horizontal bounds of the
column of data they describe, and have no visual
references to imply membership to any other column.
The header text string for an individual column may be
obtained by concatenating the header blocks for the
column in order from top to bottom.

TAILED
"-'F~ ...WEI",ttrIoonIIncALW~~Dl'AII__J

......"-a...e-.-- - -- --'-"' a.-itics Y, Y,

,,",-,(JIll -...........,. (AIlCKAS) (.lS) (AI)......... fIlll(.1IIl (.llI) (.llI)............. (AIlAXJI) (.60) (AlII...-.........,. 1I'DCX.lIIl (.lll) tJII
-'(.lIIl ......- (OIllJlt (.lO) (AlII... IJI'IlIl.JSl (.lll) (Jill-..........., (lIlXJ(JlJ (.11I) (AlII
......,IJOl -...... W'Il(."'l (JII) (..,

"-" _JI) (Jill tJII--- (AIIS)(.3l) (.1lII (JOl

Figure 3: Super Headers in Rightmost Columns
based on Actual Horizontal Span of Block
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Figure 4: Super Header 'Project Managers' with
Horizontal Span Implied by Underlying Line

3.2.2 Row Label Read Order

A row label may either be directly or indirectly
associated with members of the body region. If a
member of the row label region is adjacent to a data
block. it is assumed to be directly associated with that
data block unless syntactic evidence indicates
otherwise. If the block is directly associated, it is said
to be anchored, and the read order is from left to right.
Without an adjacent data block. a member of the row
label region is assumed to be associated with at least
one anchored block and possible other unanchored
blocks. The formation of these associations of blocks
defines the problem of read order in this region.

Indentation is the most common way to discern these
associations. A 'super' row label will often have its
subordinates indented from it. Association of the super
row label to subordinates applies only to blocks that are
indented from that super row label that occur directly
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below the super row label or one of its subordinates.
Figure 5 provides a good example of this.

Pershart:

£aminp bd"ort
ettecl of1992
iICtOIIIItinCcIlange $ 6.14 S 4.60 $ 3.~9 $ 3.02 $ 3.06

Seuamlllgs $ 6.14 S 4,65 $ 2.18 6 3.02 S 3.06

Cash dhidellds paid S 1.10 s .90 S .';25 S .48 S .42

At_~

ToWlSSelS $19.067 $16,136 $13,700 $11,973 $lI,395

~ 98.400 96,200 92.600 89,000 92,200

Figure 5: Indentation used to Denote Subordinate
Blocks

As stated in Section 3.2, often blocks may be
associated with their neighbors to form atomic units.
Most commonly, this occurs among row labels when
the text string is too long to fit into the column and the
label is divided between two or more lines of text.
Usually, only one of these lines of text will be
anchored. There are two possible cases, that the block
is associated with the one above it or the one below it.
If associated with the one above it, it is considered a
'continuation' of that row label. If the unanchored
block is associated with the one below it, the block is
considered to be the '1st part' of that row label.

3.2.2.1 Association of an Unanchored Row
Label with its Southern Neighbor

This association is supported by the following
topological clues:

• The block above the unanchored block is
relatively indented.

• The block is closer to its southern neighbor
than it is to its northern neighbor (Figure 6).

• The southern neighbor of the unanchored
block is relatively indented, while its
southern neighbor is not indented from the
unanchored block.



Table 1: Replacement Characters

extraction of syntactic patterns from the table are tools
which can be employed to extract and exploit this
information. Recent advances in optical character
recognition reduce the possibility of miss-recognized
characters to levels that are tolerable for this kind of
analysis.

4.1 Syntactic Patterns
The data within a table tend to use syntax's that are
consistent within the columns or rows. In order to find
this syntax, a simplification of the text within each
block must occur. This method replaces each
individual character with a special character
representative of the grouping to which it belongs.
Characters not grouped into families are not replaced
or omitted. The resulting replacement string is called
the reduced regular expression. RRE for short.

Table 2: Original String versus Replacement String
(RRE)

ExCfSS ofplan 3$SelS O\"ef

(82)benefit obligation 116 224

Unrecognized net experience
(pln)m (52) (ii) 85

rnrecognized prior senice cost
63 69 33related to plan changes

Unrecognized net
(47) (54) (6)transition asset*

Figure 6: Unanchored Row Labels Associated with
Southern Neighbors

3.2.2.2 Association of an Unanchored Row
Label with its Northern Neighbor

The label 'continuation' is applied to a block when it
is associated with its northern neighbor. This
association is supported by these topological clues:

• The unanchored block is closer to its northern
neighbor than it is to its southern neighbor.

• It is indented from its northern and southern
neighbors.

3.2.3 Defining Sub-regions within the Body

Within the body region. data blocks are assumed to be
associatively related to their neighbors unless there
exists a sparsely reused or singular boundary condition
between the data blocks. Again. other boundary
conditions may exist which are based on changes in the
syntax of the table.

Character Family
[0-9]
[A-Z]
[a-z]

Original String
Juan
123.8

Real (20.1 %)

Replacement Character

11
~

Y

Replacement String
~y[3]

11[3].11
~y[3] (11[2].11 %)

3.2.3.1 Topological Boundaries within the
Body Region

• Horizontal or vertical line of significance
greater than a threshold for such objects
within the body.

• Vertical space gaps that are horizontally
aligned in all columns and are not consistent
with the means of vertical space between
blocks for the columns.

• Existence of a block that spans multiple
columns.

4.0 Syntactic Models

The text of the table provides a wealth of information
concerning the hierarchy of blocks in the regions and
the boundaries between regions. Word matching
between the regions and sub-regions of a table and
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Comparison between strings can now be made that
are sensitive to changes in context using variants of the
edit distance method developed by Horst Bunke[2].
The most recurring expression. and the types and
frequency of variations from that expression. are
recorded for each column and row. Neighboring
blocks that are within a threshold edit distance of each
other are clustered together. The thresholds are based
upon consistency of RRE's within the structure.
Multiple thresholds may be used to form various
strengths of clusters. A syntactic boundary is now
defined as the edge of any of these clusters. These
boundaries between different syntactic entities can be
used to find the boundaries between regions of the table
as well as find boundaries between sub-regions within
the body region.

If a column is found to consist uniformly of multiple
different RRE's, their ordering from top to bottom is



scanned for repetition of patterns ofRRE's. Ifa pattern
is found, a substructure within the body region of the
table may be defined as one set of such a pattern. If a
pattern is not found, and the RRE's consists mostly of
non-numeric character, then that column is a
horizontal indices region candidate. Indentation, RRE
content of other colwnns, and word matching between
columns, are the verifying criteria for the candidate.
Figure 7 illustrates two tables that are detectable by
this method.

regions form complete sentences or chains of
sentences. Using the syntax of a complete sentence,
i.e. starting with a capital letter and ending with a
punctuation, allows us to cluster these blocks together
and treat them as one logical unit.

4.4 Example of the Combined Application
of these Techniques

:11'/
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Figure 7: Two tables Side by Side

4.2 Word Matching

Direct word matching is also potent tool for table
understanding. Quite often two tables will be located
side by side. This is especially true if the two tables
contain information that is strongly related. At the
image level, it is difficult to separate these two entities.
At the text level, the second table can be detected by
finding recurrence of terms from the horizontal indices
region of one table in the column that serves the same
role in the other. This can also be accomplished by
dividing the vertical indices region in half and
comparing the two halves against each other for term
recurrence. In order to increase the accuracy of this
technique, a stop list of common words is used to filter
the words used in this comparison. By using the table
itself to generate its own key words, the cost of
building and using a lexicon is avoided.

Figure 8: Indentation and Word Repetition used to
Denote Hierarchy of Horizontal Indices

Figure 8 shows how the methods of this paper can be
combined. Note that all groups of blocks denoted with
lower case are grouping according to RRE. These
groupings are also supported by white space. Because
of the low number of horizontal lines, the significance
of each one is high. The line, combined with the
vertical gap coincidental with the topmost line and the
change in regular expression, suggests that block f is
the header region. Indentation and word repetition
denote the hierarchy of horizontal indices. Groups A
and B can be defined as sets of strings [1,2,3]. Note
that group A is indented from the string "US defined
benefit plan:", and therefore subordinate to it.

5.0 Conclusions and Future Work
4.3 Sentence Detection

Quite often, there are multiple blocks arranged
vertically that should be treated as a cell. These
regions, called flow text, should be identified and
grouped to prevent mistaken parsing. Usually, these

The current system is realized in PERL running on a
Sun Ultra under the Solaris as. Perl was chosen for its
dynamic structure allocation, speed of implementation,
and portability. The code for the demonstration
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version is running under PERL for NT and will also be
made available in C++.

The January,1997 test was performed on a corpus of
100 tables. Table style varied within the confines of
the general model and included all types of elements
discussed in this paper. The results are as follows:

• Addition of information to the input block
file such as font type and style.

• Exploitation of new OCR features to capture
superscripts and subscripts so as to preserve
footnote relations.
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Occured
Detected

Total Missed Added

Body 3940 13 0
Headers 554 2 29
Row Lbls 1229 15 0
Titles 126 I 2
Footnotes 50 0 0

As the results indicate, the header region was most
often made to large and encompassed blocks that were
not headers, or the headers were included with the
title.

Table 5: Side by Side Tables Detection

The system described within this paper takes
advantage of white space and topological techniqu~s

and enhances them through the use syntactic
knowledge previously unexploited for this problem.
By combining exploiting both spheres of knowledge,
this system gains sensitivity to complex structures
within the table that are not detectable by topological
methods. Future improvements include:

• Further refinements to the string comparison
algorithms for the detection of substructures.
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journals, magazines, letters, bank checks, to name a
few. Automatic knowledge acquisition from documents
has become an important subject, and many people are
working to find new techniques of processing
documents. It makes sense to develop systems which
can acquire knowledge directly by analyzing and
understanding the documents [1]. In order to do that,
the structures of a document must be defined first.
There exist a variety of definitions of document
structures. [2, 3, 4, 5]

As the document is a medium of knowledge, it can
be considered not only as a two-dimensional image - a
concrete document, but also a conceptual document
which corresponds to human thinking. The abstract
representation of these two kinds of documents are
conceptual structure and concrete structure. The
process of publishing or writing corresponds to
encoding the conceptual structure into a concrete
structure. Conversely, the concrete structure of the
document is decoded into its conceptual one in
document processing, i.e. Three main stages are
composed in document processing, they are:

Abstract

While more documents are being published on-line,
the use ofpaper based documents is still growing. With
proliferation ofcomputer printers and computer based
faxes, the paper-less office remains an elusive goal. To
incorporate the paper relatively seamlessly into
electronic transmission medium, there needs to be a
method for capturing the contents ofdocument images
and inferring their logical structure and label. This
logical labeling and structure inference will help in the
ultimate goal converting paper automatically to
HTML. BCL along with a number of research groups
are attempting to develop algorithms to automate this
logical labeling. Algorithms contain deterministic and
stochastic pattern recognition techniques and are
under constant improvement and revision. To
effectively modify algorithms to infer logical labels
and structures, an intermediate level of document
representation is needed. Ideally this intermediate
representation should capture information that humans
use to infer logical labels and structure so that
algorithms can be rapidly written, tested. This rapid
prototyping will assist in testing out hypothesis on
document structure inference rapidly. This paper
presents BCL 's BDOC an intermediate representation
of a document that capture much of the information
used in structural inference. Built with an object
oriented representation, BDOC allow easy access to
information about a document's format and content,
allow for development and test of different document
structural hypothesis.

1 Introduction

(l) Document analysis:
Concrete Document
GeometricStructure

(2) Document understanding:
GeometricStructure
Logical Structure

(3) Document decoding:
Logical Structure

Conceptual Structure

extracting

maDping

decodin~

Documents contain knowledge. Precisely, they are
mediums for transferring knowledge. In fact, much
knowledge is acquired from documents such as
technical reports, government files, newspapers, books,

63

Since 1960s, a great deal of research on the first
stage in document processing has been focused on
Optical Character Recognition ( OCR) . [ 6, 7] And a
lot of vendors such as XEROX and Calera have
claimed that they get about 99% percent accuracy.



More efforts are put on the second and third stage now
to build a complete system that can work on the three
main stages of document processing. As far as all the
methods that are concerned, they either employ the
geometric information from the image or base on the
semantic analysis of the document. But either way
must start from the concrete image structure. So if we
can develop a mechanism that can store both the
geometric and textual information of the document and
allow fast and easy access, we can exact as much
information as we can by working on the image level
only one or two pass, and let the later analysis base on
this mechanism and therefore more fast and effective.
For this purpose, we develop our BOOC. This paper
presents an overview of BOOC specification and
reference method. Section 2 describes the algorithms
that are related to features extraction for BOOC file
storage. Section 3 describes the BOOC specification,

Scanned Image

OCR

Section 4 give some example of BOOC usage and how
it benefits later logical and conceptual analysis. Section
5 describes the conclusion and areas offuture work.

2 Feature Extraction

When there comes a document, first we scan it in and
save it as a 1)FF format; second, we use the line
extraction and removal module to extract and remove
those lines in the image; The third step, is to employ
the RLSA algorithm to get a smear image; The fourth
step is to use the bounding box algorithm to get the
text cells; The fifth step is to post-process the text cells
to handle overlapping cells and to merge cells of text
into larger units; Then we pass the original image and
the text cells coordinates to a OCR engine to get the
text information for each text cells.

(Image after Line Removal )

RLSA

(Smeared Image)

Bounding Box

(Text Cells possibly with
ing)

Text Cells with textual information

Figure 1. Diagram of the File Structure
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2.1 Line Extraction and Removal

Technical and financial documents usually have some
embedded tables. And many tables have horizontal and
vertical lines as defining features. Although we cannot
rely on lines to analyze table structure, if present, they
can give us valuable clues. Also, line attributes (e.g.,
thickness, double/single, dashed) can also help in the
table analysis. Hence, accurate detection of lines is
important in any document processing system. Besides
merely recording line location, it is also important to
be able to remove lines. This is needed for more
accurate text extraction and for white space analysis.

2.2 Run-Length Smoothing (RLSA)

When viewing the image globally on the first pass, we
may only be interested in primary features and not fine
details. To accomplish this, we smear the image using
a run-length smoothing algorithm(RLSA)[8]. For each
scan line, if a run white pixels is encountered that is
less than a particular threshold, these white pixels are
changed to black. This can also be applied to vertical
scan lines. The magnitude of the threshold value
determines how much smearing takes place in the
document image.

Original Pixel Map RLSA with a thershold of 5
Gray areas should runs that
will be filled

Result

Figure 2. Run-Length Soothing Algorithm

2.3 Bounding Box Algorithm And
Text Cell Extraction

The text cell extraction process is based on the well­
known bounding box technique[9]. However, to better
preserve inter-line spacing characteristics and produce
consistent text block baseline coordinates, we attempt
to remove descenders from the character bounding
Box. Then we create a nearest neighbor graph for those
cells that we generate after bounding box process. We
further analyze those overlapping cells, based on an
algorithm we developed, eliminating or merging some
cells to get a non-overlapping text cells graph. In the
final step, we merge together those cells which are
horizontally close into larger cells. This produces a
block graph similar to the one depicted in figure 4.
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lnanne tax based on 5300.000 reported incOJne at 40%
In<<nne tax based on 5300,000 reported in=e at 40%
Income tax based on $100,000 taxable incOJne at 40%
Income tax deferred to future years

$120,000
$120,000
~

~

The income tax reported on the incon'\e staten>ent is the total tax ($120,000 in
the above exan'\ple) expected to TeSult from the net income for the year. In this
'Way, the expenses (Including inCOn'\e tax) are matched against the revenue to
'Which they relate On the Income statenent. This matching occurs even though the
tax related to the revenue 'Will be paid in a later period. This allocation of incoDle
tax bet'Ween periods is illustrated in the follo'Wing journal entry:

Income Tax
Income Tax Payable
Deferred Incon>e Tax Payable

Figure 3. A Example of a portion of document image

----

40.000
80.000

- I-l~
I -, ,-

Figure 4. The Result After Line Extraction and Text Cell Extraction of the document shown in figure 3.

2.4 OCR

Once all the text cells have been generated as shown in
figure 4, the bitmapped image and the text cells
coordinates are passed to an OCR engine to be

recognized. After this step, we will get the textual
information which include text strings and font
information for each text cells. Figure 5, show the
result after OCR.

i o=-- WI _ ..... iii:-=n__ === _Iii

.. it! 4 ~i ii. ii' l'JJCISi. '11++ t! ,

,..... ..,11 .t',,,,, It 'ufu,. vei

I ' W p_ _ ..a:: ._ ............. I' PC FiIh' f_ l~iJi. '1'1
F +¥W'.' _ r. G..if ina FA * , Ft' Ie .... ,. 'A .IL'
F.., u. -eo_a ct:llll.... ,.._ "-I ....... L 14l".nL u..~ ... 1
tdll u., _ u. ..... _ Jut-L. "'I ..L OCOI". - UIa!w!' g
..1.- , •• Ii ....... ,a I. ~ 1.-., .. " TiE 11__,_ •• "j
••C' p i1uu· r •• In rAt 1.,11.""'9 , , 1 .

Figure 5. Text Cells after OCR
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3 BDOC File Specification

In this section we describe our BDOC 2.0 file
specification.

The BCL BDOC file describes the text and/or tables
contained in a document. BDOC files can be
generated from bi-level (black and white) images,
Adobe PDF files, and plain ASCII text files. BDOC
files are plain ASCII files. The general format is as
follows:

<BOF>
<BDoe identification tag>
{

<header information section>
}

{

<line definitions section>
}

{

<phrase definitions section>
}
{

<table definitions section>
}
<EOF>

3.1 BDOC Identification Tag

This is a string that uniquely identifies this ASCII file
as a BDOC file. Version 2.0 uses %BDOC%.

3.2 Header Information Section

The header of a BDOC file contains useful information
needed to reconstruct the document. The header
contains entries of the form: <entry> = <attribute>;

The following entries are used in BDOC files:

Version = <BDGe file version>;
File = <source file>;
FileType = <source file type>;
XYMappingMode = <X-Y mapping mode>;
Origin = <origin of coordinate system>;
Units = <measurement unit>;
ConversionFactor = <conversion factor>;
Resolution = <coordinate points per
inch>;
Width = <width of document>;
Height = <height of document>;
NumberOfLines = <number of line
entries>;
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NumberOfPhrases = <number of phrase
entries>;
NumberOfTables = <number of table
entries>;

where:

BDoe file version is a floating point number
indicating the BDOC file format version.

source file is the full path name of the file used to
generate this BDOC file

source file type is the type of document used to
generate this BDOC file. This can be anyone of the
following: IMAGE, PDF, or TEXT.

X-Y mapping mode specifies the coordinate system. It
can be anyone of the following:

MAP_RIGHT_UP
Positive X extends to the right, positive Y

extends up.
MAP_LEFT_UP
Positive X extends to the left, positive Y

extends up.
MAP_RIGHT_DOWN
Positive X extends to the right, positive Y

extends down.
MAP_LEFT_DOWN
Positive X extends to the left, positive Y

extends down.

origin of coordinate system specifies the origin. Can
be one of the following:

ORG_TOPLEFT
Origin is at the top left comer.
ORG_TOPRIGHT
Origin is at the top right comer.
ORG_BOTLEFT
Origin is at the bottom left comer.
ORG BOTRIGHT
Origin is at the bottom right comer.

measurement unit can be one of the following:

INCH
Inches

CM
Centimeters

PIXELS
Pixels



CHAR
Characters (used for text source files)

conversion factor is the scale factor for converting
coordinates to measurement units. This field is mostly
used with inches and centimeters.

coordinate points per inch is the number of coordinate
points per inch. This field is most useful if the
measurement unit is pixels.

width of document is the width of the document in
coordinate units.

height of document is the height of the document in
coordinate units.

number of line entries is the total number of line
entries in the line section of this BDOC file.

number ofphrase entries is the total number of phrase
entries in the phrase section of this BDOC file.

number of table entries is the total number of table
entries in the table section of this BDOC file.

3.3 Line Definition Section

A line corresponds to a graphical line appearing on the
document. If the document source type is text, this
section will be empty. Both horizontal and vertical
lines are stored in this section.

A line entry has the following form:

LINE:[<ID>, <xl>, <yl>, <xl>, <yl>,
<thickness>] ;

bounding box is simply the line number and first and
last character locations.

A phrase entry has the following form:

PHRASE: [<ID>, <xl>; <yl>, <xz>, <yl>,
<<norlh»,<<south»,<<e~>,<<wen»,

"<text>", <point size>, "<font name>", <font style>];

where:

ID is a unique unsigned integer assigned to this phrase
(integer).

xl, yl, x2, y2 are the bounding box coordinates
(integer or float).

<north> are the IDs of the phrases that are directly
above this phrase. (comma delimited integers)

<south> are the IDs of the phrases that are directly
below this phrase. (comma delimited integers)

<east> are the IDs of the phrases that are directly to
the right this phrase. (comma delimited integers)

<west> are the IDs of the phrases that are directly to
the left this phrase. (comma delimited integers)

text is the actual text string.

point size is the point size of the text (not always
defined - must be a float).

font name is the name of the font (not always defined).

font style is the font style. Can be one of:

where:

ID is a unique unsigned integer assigned to this line
(integer).

xl, yl, x2, y2 are the endpoint coordinates (integer or
float).

NORMAL
B
I
U
BI
BU
ill
Bill

plain text
bold
italic
underlined
bold-italic
bold-underline
italic-underline
bold-italic-

thickness is the thickness of the line (must be a floating
point number).

3.4 Phrase Definition Section
A phrase corresponds to the bounding box region of
text on the page. A phrase can be a partial word,
entire word, or series of words that are semantically
related. If the document source type is text, the
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underline

3.5 Table Definition Section

A table definition entry has the following format:

TABLE: [<ID>, <xt>, <yl>, <xl>, <y2>,
<number ofrows>, <number ofcolumns>];

{



CELL:[~xl>, <yl>, <_x2>, <y2>, <t>,
<1>, «b», <r>, <# phrases>, <<phrase IDs»,
<cell type>];

}

where:

ID is a unique unsigned integer identifier for the table
(integer).

xl, yl, x2, y2 are the bounding box coordinates of the
entire table (integer or float).

number of rows is the number of rows in the table
(integer)

number of columns is the number of colwnns in the
table (integer)

_xl, .vt, y2, y2 are the bounding box coordinates of
this cell. (integer or float)

t, I, b, r are top, left, bottom, and right (respectively)
cell coordinates of this cell. We assume a table has
basic row-eolumn indices. Cell coordinates are indices
into this basic grid of cells. This allows us to store
spanning cells or combined cells. (integers)

# phrases is the number of phrases that this cell
contains. (integer)

<phrase IDs> are a set of comma delimited ID
numbers that map to the IDs of the phrases defined in
the phrase definition section. (integers)

cell type can be one of the following:

C_TITLE
Title block
C FOOTER
Footer block
C SUPER HEADER
~ll is a suPer column header
C_ROW_LABEL
Cell is a row label
C_COLUMN_HEADING
Cell is a column heading
C ENTRY
Cell is a basic entry cell (data)
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3.6 Text Segment Definition Section

A text segment definition entry has the following
format:

TEXT_SGM:[<ID>, <xl>, <yl>, <x2>, <y2>];
{

CELL:[~xl>, <»>, <~2>,<y2>, <t>,
</>, <b>,«r», <# phrases>, <<phrase IDs»];

}

where:

ID is a unique unsigned integer identifier for the text
segments(integer).

xl, yl, x2, y2 are the bounding box coordinates of the
entire table (integer or float).

_xl, yl, y2, y2 are the bounding box coordinates of
this cell. (integer or float)

t, I, b, r are top, left, bottom, and right (respectively)
cell coordinates of this cell. We assume a table has
basic row-column indices. Cell coordinates are indices
into this basic grid of cells. This allows US to store
spanning cells or combined cells. (integers)

# phrases is the number of phrases that this cell
contains. (integer)

<phrase IDs> are a set of comma delimited ID
numbers that map to the IDs of the phrases defined in
the phrase definition section. (integers)

3.7 Layout Definition Section

A layout definition entry has the following format:

{
TopLeft = <Top_leftmost table or text block ID>;

TopRight = <TopJightmost table or text block
ID>'

BottomLeft = <Bottom_leftmost table or text block
ID>;

BottomRight = <Bottom_rightmost table or text
blockID>;

CELL: [<table or text segment ID>,< <north
neighbors ID»,<<south neighbors ID»,



«west neighbors ID»,<<east
neighbors ID»];

}

*Note: table ill and text segment ill have the same
sequence space when we assign them.

3.8 Example BDOC file

<BOF>
%BDOC%
{

Version=2.00;
File="C:\IMAGES\DOC5.TIF";
FileType=IMAGE;
XYMappingMode=MAP RIGHT DOWN;
Origin=ORG TOP LEFT; ­
Units=PIXELS; ­
ConversionFactor=1;
Resolution=300;
Width=2560;
Height=3301;
NumberOfPhrases=2;
NumberOfPhrases=4;
NumberOfTables=1;

LINE: [1, 10, 50, 10, 100, 3 . 00] ;
LINE:[2,200,25,400,25,5.00];

<additional line entries>

PHRASE: [1,10,10,20,15,<3,5>,<>,<6>,<2,
8,9>,"Total Cost",6.00,"Helvetica",BI];

PHRASE: [3,50,260,100,275,<1>,<5>,<>,<4
, 7>, "Revenues", 0.00, "" , NORMAL] ;

PHRASE: [4,100,110,143,122,<>,<>,<3>,<>
,"$560.00",8.20,"Courier",U];

PHRASE: [5,10,10,20,15,<3,4>,<6,7,9>,<1
>,<8>,"1,700.00",0.00,"",NORMAL];

<additional phrase entries>

TABLE: [1,33,57,120,200,3,4];
{

CELL:[13.00,26.00,45.00,57.00,2,2,2
,2,2,<3,4>,C COLUMN HEADING];

CELL: [31.45,63.72:55.00,79.01,4,5,8
,8,1,<5>,C_ENTRY];

<additional cell entries>

<additional table entries>
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TEXT: [11,1120,57,2210,570];
{

CELL:[1120,57,1148,130,2,<10,11>];

<additional text
block entries};

}
TEXT: [12,20,2000,2210,3100];
{

TopLeft = 1;
TopRight = 11;
BottomLeft = 12;
BottomRight = 12;

CELL:[l, <>, <2>, <>, <3,4>];

<EOF>

4 Examples of Usage of the BDOC
file

In this section, we give two examples on how to use the
BOOC file on further document analysis and give you
a flavor of how the BOOC file allow the easy access of
the information that we catch on the first pass.

4.1 Nearest Neighbor

During the logical inference, it's quite often that we
want to find the nearest neighbor for a given table, text
segment or even the nearest neighbor for a given cell.
As we can see, BOOC file keeps two nearest neighbor
graphs, one is overall layout graph for text segments
and tables, one is for the whole cells inside the given
document. With these two graphs, we will be very easy
to program functions to access the neighbor for a cell
or block from either directions we want. The following
codes is an example of how to access the north
neighbor for the given table or the text block
"pTablel", and it's given in the codes that is under
MFC.



/* Ctable & Ctext are two classes that
deri~ed from their parents Csegment;
SegList is the type co pos; ) {
pSeg = bList, and it keeps all the tables
and text segments;
return values: NULL, if there exist no
NORTH neighbor;
a point of type Csegment that point to the
first NORTH neighbor in the list */

Csegment* GetNorth( Csegment* pTablel
{

Csegment* pSeg=NULL;
POSITION pos;

pos=pTablel­
>m_Dir[NORTHl.GetHeadPosition();

if( pos )
pSeg = pTablel­

>m_Dir[NORTHl.GetNext{pos);
return { pSeg );

Figure 6. A sample code of how to access the NORm
neighbor of a given segment

4.2 Reading order assignment

How to retrieve the reading order of a given document
after it has been stored in the electric format is the
question of how to correctly inference the logical
structure of a document's content from its physical
structure. Since a BDOC file keeps both the geometric
and semantic information of a document, it's very easy
for us to program the codes to give the right reading
order sequence. For example, with the layout structure
shown in figure 7, since no segment( table or text
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block) has east and west neighbor, it's very clear that
we have the reading order starting from the top
segment on the page followed by its single SOUTII
neighbor till the end of page.

1

2

3

Figure 7. Reading Order Example with segments have
no WestlEast neighbor

Figure 8 is an little complicated example with the
reading order has two possible solutions. As shown in
figure 8 (b) and (c). But if we give more detail
analysis, we will find that indentation happens on the
first cell of the segment after the one column table
segment and there is no indentation on the first cell of
its right neighbor segment, so the right reading order
should be that shown in figure 8 (c).



-.lIB
I!!!!:!.. CDmI:Il

........ ..... ......, =-:::I ....
IIliEl:!!!m!I!l <:!II IOD em "'"""""'" "'" """ "'" "'"~ r= "'" "'" c:I!J
um::I!IIDJ "'" "'" =
m:::I:m!II!tD = aJ "'" CD

(a)

1

3

2

4

5

1

4

3

2

5

(b) (c)
Figure 8. A document and its two possible reading order sequence
(a) the original document's BDOC.
(b) one reading order (c) the other reading order

5 Future Work

Building a complete document processing system still
may be decades away. In order to reach this goal, more
effort should be devoted to it. New approaches should
be developed. Interdisciplinary studies, as well as
pattern recognition techniques associated with AI
methods( such as natural language processing),
information science( such as information retrieval),
knowledge engineering, linguistics and other aspects
should be explored and employed. BDaC as an
intermediate representation of a document that capture
much of the information used in structural inference
will serve as an good reference for further analysis.
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FaxAssist: Inbound Fax Routing Using Document
Understanding

Scott Tupaj Horace Dediu Hassan Alam

BCL Computers, 600 West Cummings Park, S1500, Woburn, MA 01801

networks. They typically are installed on a gateway PC
or file server. They enable network users to:
• Have computer files transmitted as faxes to any fax

machine or device

2 The Inbound Fax Routing Problem

This paper discusses the use of document
understanding technology pioneered by BCL
Computers to develop a new fax routing application
that provides unprecedented levels of precision.

Typically, faxes received by a fax server remain on the
server until manually routed by an operator who reads
the cover page and decides who is the intended
recipient. This poses several problems: first, the need
for human intervention in the inbound fax processing
leaves it open to delays and bottlenecks (as when the
operator is unavailable). Second, the cost of the time
spent routing can often offset the savings of using a
server and invalidate its economic value. Finally, the
privacy of the faxes cannot be guaranteed as the
operator has access to the fax pages.

Ideally the inbound fax should be as transparent to
the user as an inbound e-mail. It should be:

Abstract

The feasibility of a fax routing method based on
document understanding was tested. Initial research
results confirmed this feasibility hypothesis. A
complete fax server and routing application which met
the precision and recall specifications was built. The
application was able to receive electronic fax
transmissions through a fax modem. perform document
analysis on the fax contents, and route the image and
text of the fax through an e-mail server to the intended
recipient with 95% or greater precision on a large and
variable set of sample faxes.

1 Identification of Significance

As faxes have been integrated into organizational and
enterprise communications infrastructures, the cycle
time, throughput and frequency of fax transmission has
increased while the cost of faxing has decreased.
Throughout the explosion in Internet usage, the
amount of faxing has continued to grow. According to
a 1996 Pitney Bowes/Gallup poll, fax is still the
preferred method of business communication among
both Fortune 500 and mid-sized business users.
Davidson Consulting, which estimates that 336 billion
pages will be faxed worldwide in 1996, surveyed fax
machine end users and dealers and found that fax toner
usage on existing machines rose at a 12% annual rate
from 1995 to 1996. IDClLink Resources reports that
the computer-based fax market will sustain a 28%
compound annual growth rate from 1995 through
1999. Fax servers have been used to increase the
efficiency of fax transmission, thus lowering the
overall cost of this medium of communication.

Fax servers are shared fax resources installed on Local
Area Networks (LAN) and multi-user computer
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•

•

•

Receive faxes from any fax machine or device at
the fax server (where the fax phone call
terminates) either for automatic print-out or to be
routed via some mechanism to fax or universal­
message mailboxes associated with each individual
end user (or department or workgroup) on the
LAN. Faxes are received as image files not as
computer-editable alpha-numeric files.

Delivered in a timely fashion (as soon as possible),

Delivered to any user location (remotely
retrievable),



• Integrated into an on-screen viewer,

• The image as well as character content should be
available for use in other applications,

• Faxes should be electronically archived and
indexed,

• Fax privacy should be controlled.

Besides having a clerk manually route faxes as
they arrive to recipients' in-boxes, several automated
methods of routing inbound faxes have been proposed:

DTMF: Dual-tone multi-frequency (DTMF) or
TouchTone. It involves the sender dialing an
extension number so a fax can be routed beyond the fax
server to a recipient workstation. Senders must know
recipients' fax phone numbers and extensions and,
once the receive-end fax system answers the fax call, to
enter the extension number at the proper time (this
sometimes is voice-prompted). Since DTMF involves
manual input, it doesn't work with automated fax
transmissions (delayed sends, auto re-dials - the kind
of automated send that fax servers employ). In some
areas and countries where TouchTone is not in use,
DTMF may not be available or widely used by potential
senders.

Modified Handshaking: With this technology, a
sub-address is inserted into the fax handshake process.
Modified handshaking differs from DTMF in that sub­
addresses are detected during the handshake, so it
works with delayed send, auto re-dial, etc. But both
the sending and receiving fax systems must be
compatible with the same modified handshaking
system. The first modified handshaking systems were
proprietary. In 1993, the ITU-T created a standard
method called T.33 sub-addressing. Fewer than 1% of
the fax machine installed base supports any form of
sub-addressing, putting in question its applicability in
anything besides highly controlled environments.

DID: Direct-inward-dialing employs the same
telephone technology that allows people in large office
buildings to have a "direct line." With DID and LAN
fax, each workstation has a direct fax phone number,
but calls to all the different users' fax phone numbers
arrive over a single phone line (or common bank of
multiple lines). To install DID requires a fax server
equipped with DID-eompatible fax boards or a DID
gateway or conversion module. Then the telephone
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company must install one or more special DID lines
(they're receive-only; additional regular phone lines are
needed to send outbound faxes). The phone company
assigns DID numbers (often in packs of 10,50 or 100)
and then each user gets a fax mailbox corresponding to
that user's unique seven-digit fax number. All of the
fax phone numbers assigned arrive over the same DID
phone line(s) and the DID system in the fax server
node matches the seven-digit number to the proper
mailbox. Remote senders only need to know recipients'
ordinary fax phone numbers. Separate DID lines incur
monthly charges from the phone company plus
potentially substantial installation fees and delays.
Sometimes installing DID is complicated or
impossible.

TTl: Transmit terminal identifier (TTl) is the
term for the ID message that prints out at the top
margin of received faxes. It identifies the sender,
usually with a fax phone number and/or company
name. Fax servers can be programmed to recognize a
TTl and route all faxes with that TTl to a particular
workstation and only that workstation, making it
suitable for niche applications (e.g., POs routed to
users by geographic region).

Line Routing: With multi-line fax servers, faxes
received on each line (each with its own phone
number) can be routed automatically to a particular
department and then be. auto printed or manually or
automatically routed from there. For example, if a fax
server has four lines, each line can receive faxes for a
different department (and all four lines can still be
used in a shared mode to handle all outbound faxes).

OCRlICR: Optical and intelligent character
recognition (OCR & ICR) may be used for automated
inbound routing, with some notable caveats. With
some OCR-based systems, senders must type the
receiver's name in coded format -- e.g., «Peter
Davidson» and then a properly equipped fax server
tries to recognize the code to route the fax. With ICR,
handprint can be used and the fax server can search the
entire cover sheet for clues (recipient name,
department) via which to route faxes (LAN
administrators must input all user names, including
nicknames and even common misspellings). In either
case, precision is quite poor and the methods are
usually considered only expected to reduce the number
of received faxes needing to be manually routed.



Table 1. Comparison of existing routing methods

MElliOD APPROACH RESTRICTIONS

Dual-tone multi-frequency (DTMF) or The sender dials an extension number • Doesn't work with automated fax
TouchTone so a fax can be routed beyond the fax transmissions

server to a recipient workstation • Senders must know recipients'
fax phone numbers and
extensions

• Requires TouchTone

• Requires n lines for n users

Modified Handshaking A sub-address is inserted into the fax • Requires T.33 hardware.
handshake process • Fewer than 1% of the fax

machine installed base supports
any form of sub-addressing

Direct-inward-dialing (DID) Each workstation has a direct fax • Requires a fax server equipped
phone number with DID-compatible fax boards

or a DID gateway or conversion
module

• The telephone company must
install one or more receive-only
DID lines

• DID lines incur monthly charges

• Remote senders need to know
recipients' individual fax phone
numbers

• Sometimes installing DID is
complicated or impossible

TTl: Transmit terminal identifier An ID message that prints out at the • Requires sending unit to program
top margin of received faxes identifies the TTl routing message.
the sender, usually with a fax phone • Sending units are not easily
number and/or company name programmable

Line Routing Faxes are received on separate lines, • Routing end-points are limited to
each with its own phone number the physical number of lines.

• Manual routing is necessary for
unaddressed faxes.

OCRlICR Uses character recognition to find • senders must type the receiver's
user names name in coded format

• precision is quite poor

The absence of a satisfactorily precise fully
automatic and backward compatible routing technology
is the direct consequence of the nature of fax. Faxes
are analogous to standard business correspondence. It
is because of this analogy that they have been so
successful in penetrating the communications
infrastructures of business. The ancient and proven
business process of written communication via paper
was adapted for transmission over telephone lines
quickly because the switching costs were low. The
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process was left essentially unchanged. The envelope
which, in paper transmission, was used to ensure
privacy and routing, was replaced by the cover page.
However, unlike envelopes and their somewhat
standard addressing methods, cover pages were never
standardized. Furthermore, due to the cost of
transmission, cover pages started being used for
messaging as well as addressing, further complicating
the standards problem.



3 Summary of Objectives

Theproblem of fax routing becomes the same as that of
correspondence routing. The understanding of the fax
contents and the identification of the recipient is
similar to the problem of understanding business
correspondence and identification of addressing
features in the image. Once the addressing features are
identified. the problem is one of deciding among the
possible recipients which is the intended. This is not
the same as positively decoding the name from the
image, but rather, can be thought of as eliminating all
the names which are not the intended. thereby
maximizing precision (minimizing mis-routing) not
recall.

While we planned to identify other blocks, we
focused on the address and message blocks because the
address block is crucial to routing. The message block
is crucial to avoid mis-routing.

Our work addressed the following technical
objectives:

• Address identification through feature analysis

• Keyword detection

• Distance measurement between target strings and
address blocks

• Demonstrable implementation

The complete solution is under investigation,
however initial results have proven a precision of 95%
and a recall of 93%. That is, 5% of the faxes were
mis-routed, and 7% were not decidable and therefore
routed to a manual in-box. These results are highly
sensitive to the sample set and therefore this set will be
refined to reflect the most accurate approximation of
actual operating environments. Our ultimate goal is to
achieve 100% precision and above 95% recall.

3.1 Address Block Identification

The need for address block identification is due to the
large amount of noise information on the page which is
not relevant to the routing decision. The more
information on the page, the more time is required to
perform analysis.

The methods used in finding the address block
consist of rules for image cleanup (de-skewing, shade
removal) geometric feature extraction (line
identification, block bounding box detection) and
feature pattern analysis (attribute-value pair detection).
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A rules engine combines the result of this feature
extraction process and eliminates blocks of the image
from further analysis. The result is a set of blocks of
text which most probably contain the recipient name.
The system automatically polls the e-mail server for
the name list which shows the complete names of the
possible recipients, keeping the list up to date and
available at all times.

3.2 Keyword Detection

In order to reduce the confusion between recipient
names and sender names on the same page and within
the address block areas, keywords can be used to infer
the sender/recipient relationship.

The keywords which might help the identification
process are found through optical character recognition
(OCR). The OCR engine (from Xerox) is tuned for fax
analysis. This implies 200x200 resolution and only
black-on-white images. The keywords are searched for
in the address block sections only. Typical keywords
are "TO:", "ATTN.", etc. A large number of keywords
was selected including titles, directives, etc.
Furthermore, last name, first name and middle initial
permutations were devised to better find the name on a
page. We also looked into the problem of misspelled
names, abbreviated names, and nicknames being used.

3.3 String Distance Measurement

When comparing the result of OCR on a candidate
block with the name list, we measure the distance from
every name (last name augmented by first name
substrings) to substrings of the candidate text block. A
distance metric is used to assess degrees of similarity.



3.4 Demonstrable Implementation

The testing environment was chosen as a Microsoft
Exchange e-mail environment. The incoming faxes
are processed by a robot Exchange client. A routing
engine reads the queue and extracts any incoming fax,
converting it to a TIFF format. The TIFF cover page is
sent to the analysis engine which reads the recipient
list and decides the routing. The analysis engine also

extracts the text and layout of the fax message. The
image, address and text are then encapsulated into an
e-mail message and sent through the Exchange server
to the correct mailbox. The system requires the use of
an NT server for mail, fax receipt, analysis and
routing.

Figure 1 shows the system diagram of the
implementation of the routing algorithm.

FaxAssist Router

-
Store Fax Exchange Client Modem

Modem control -
Faxcapture

Faxstorein server as
.AWDfile

axAssist analu<:.is Ennjne

PollsInbound queue

Reads TIFF images

Image Processing

.....- OCR

E-mail to Clients Geometry Analysis

.... Exchange r Name Analysis
Server Generates routing token

::Y:
+- Inbound Queue OutboundQU~...

0
FaxAssist Router~

0

" Polls incoming Faxqueue;'"a.
cp Converts AWD
3
~ attachments to TIFF
3 Stores TIFFfilesinCD

'"Z '" Inbound FIFO queue.. ..
3 '"CD CD Polls Outbound FIFO
r-
fa: ..... queue for routing token

If tokenavailable, creates
e-mail withAWD
attachment andtext

--.. Generates Name List

Figure 1. System diagram for the implementation of the Phase I routing algorithm.
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4 Implementation

The approach is to build an analysis engine that
receives a fax cover page image and maps it to anyone
of a finite number of recipients based on the contents of
the cover page. The analysis uses the results ofOCR to
search the name list for the correct recipient. However,
since OCR accuracy is not high enough for a direct
name match, and a single name may have multiple
permutations of first name, last name, and initials, a
fuzzy string matching technique is used to weight each
possible name occurrence on the cover page. To
decrease the possibility of false name identifications
(e.g., if more than one name appears in the text of the
cover page) page layout analysis is used to disregard
text blocks that potentially represent body text and
fields that do not contain a recipient name. Also,
geometric proximity to certain keywords that indicate a
recipient field is used to increase accuracy.

The Fax-Assist analysis engine receives as input a
fax image in TIFF format and a list of possible
recipients. If the image is a low-resolution (200xlOO
dpi) fax, the resolution is interpolated to a 200x200 dpi
image by duplicating each scan line. Thus, the 1:1
image aspect ratio is preserved. The recipient list is an
ASCII :file containing the full name of each possible
recipient as well as their corresponding e-mail address.
If the analysis engine isolates the recipient in the list of
names, the corresponding e-mail of the recipient is
used in the routing process. If the recipient is not in
the list, or if the analysis engine could not discern a
recipient with a high degree of confidence, the engine
returns the e-mail of an account that handles faxes that
must be routed manually.

The analysis engine performs the steps shown in
Figure 2. Each of the steps is described in detail
below.
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lmag<iPreprocessing

Fax Image

Feature Emaetion

Geometric Analysis at 'ree
BIocIcs

OCR

Figure 2: Fax-Assist analysis steps

4.1 Image Preprocessing

Because faxes are often skewed and may contain noise
as a result of scanning, the fax cover page image is
preprocessed before analysis can be performed. Skew
and noise often cause unwanted character recognition
errors. The ScanFix™ software package from Sequoia
Systems wasused for image preprocessing. Parameters
for skew, dot shading, inverse text, and speck removal
were tuned to optimize the cleaning offax images.

4.2 Feature Extraction

The location of text and graphical lines are recorded in
order to reconstruct the page layout of the fax cover
page. Text entities are expressed as rectangular objects
that are formed using the character bounding boxes.
First, the image is smeared using a global threshold
estimated to be the average inter-word spacing gap.
This effectively fills in white space between characters
in words. Word bounding boxes are formed by
calculating the bounding boxes on the smeared image



Figure 3 - Text block extraction

4.4 OCR

In addition to text blocks, horizontal and vertical
lines are isolated and removed.

4.3 Geometric Analysis of Text
Blocks

4.5 Name Matching

The approach for finding the best name match is the
following. For each name in the recipient list, find all
occurrences of the name among the candidate text
blocks. A name occurrence exists if any permutation
of the first and last name of the recipient matches,
above a certain threshold, the text or any substring of
the text in any block.

When comparing the results of OCR on a
candidate block with the name list, we measure the
distance from every name (last name augmented by
first name substrings) to substrings of the candidate
text block. A distance metric is used to assess degrees
of similarity. The distance between two strings may be
evaluated using the Wagner-Fischer algorithm
implementing the Levenshtein string edit distance
measure. For two strings of equal length, the
Hamming distance between them is the number of
symbol positions at which they differ. This is the most
common method and it measures the minimum cost of
transforming the first string into the second when only
substitutions are permitted and are given unit
weighting. When not restricted to comparing equal­
length strings, insertions and deletions will also be
required. When these are given the same weight as a
substitution, the minimum total transformation cost is
a metric proposed by Levenshtein (1965). For our
purposes, we used a weighted Levenshtein distance
where substitution errors are weighted by the
probabilistic confusion matrix of the OCR system in
use.

Therefore this method allows us to compare
unequal length strings, accounting for the errors OCR
is likely to make and measuring the distance of any
name string with the substrings of the target blocks. If
the minimum distance of some name exceeds some
threshold, then the target block most likely contains
that name.

When a set of name occurrences has' been
generated, the following criteria are used to find if a
best match is present. If no best match is present,the
system returns the e-mail address of the manual router.

text block calculated in the feature extraction process is
sent to the OCR engine. Since text blocks represent
the boundaries of words and phrases without the
character descenders, the text blocks are augmented
vertically to include any descender information,
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Before character recognition is performed on each text
block, the positional information of each block can be
used to exclude certain text blocks from the analysis.
This both increases speed and reduces the probability
falsely isolating a recipient field by reducing the search
space on the page. Text alignment, vertical spacing,
and block length are clues used to determine if body
text appears on the cover page.

and approximating where the baseline of the text
exists. To better approximate the font size of the text
blocks, we set the lower coordinate of the word
bounding box to the baseline of the text, which
removed the descenders of the characters. Word
bounding boxes on the same baseline are then merged
based on the horizontal gap between the blocks relative
to the heights of the blocks. The end result is a set of
bounding boxes representing logical phrases of words
that are approximately the same font size. Figure 3
shows an example.

This step returns the characters associated with each
block of text. The OCR engine used is TextBridge by
Xerox. The OCR engine was tuned for optimum
performance on 200 dpi fax-degraded images. Each

• Degree of string match
• Whether recipient keywords exists
• Distance to recipient field keyword
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The following recipient keywords were used in the
analysis: TO:, ATTN:, NAME:, ATTENTION:, MR.,
MRS., MS, DR., DEAR. The FROM: keyword was
also used as a negative weight in the analysis.
Keyword matching is done using the same string
distance method used for the name matching.

Our analysis takes the best eight name occurrences
and does a pair-wise comparison between each one to
determine which has the higher probability of being
the correct recipient. If the comparison between any
two name occurrences yields an ambiguous result (i.e.,
neither name occurrence scores significantly higher
than the other using the criteria outlined above), then
both name occurrences are considered in the next level
of comparisons. Figure 3 gives an example.

Given four name occurrences and their respective
probabilities for recipient match:

and will be addressed in future effort. These are
summarized as follows:

5.1 Adaptive Threshold Assignment

The decision of which name most closely matches the
target block must be made given a threshold of
minimum distance allowable. This threshold distance
is a function of the length of the name string as well as
the quality of the image. Image quality can be
measured in several ways, but one method we are
considering is the ratio of Huffman encoded document
image size (total information content of the bitmap) to
the number of characters extracted via OCR. This is
analogous to a Signal-to-Noise ratio. The SIN measure
is used to adapt the threshold of acceptability of any
calculated string edit distance.

5.2 Rules Base for Decision

In both cases, A has the best probability for match.

A

B
C

o

{ A(0.90), B(0.50), C(0.65), 0(0.60) }

A
C p(o.SO» 0.65)

: p(o.SO» 0.60)

The combination of image, keyword, and OCR edit
distance analysis results are used to make two
decisions: 1. Which block is most likely to hold the
name of the recipient; 2. Which name from the
expected recipient list is closest to the name on the
page. A rules base combines the results of these
analysis and makes the final judgment. The results can
be either: name is found with a high degree of
certainty, name is not found, and name is uncertain.
Two measures of accuracy can then be calculated:
precision and recall. Precision measures the effect of
misrouting (a name is found with certainty but it is the
wrong name), recall measures the effect of not finding
the name with certainty. Our rules base must be
trained to maximize precision.

Figure 4: Binary comparisons ofeach name
occurrence

If the process discerns one name occurrence as being
the best match among the top eight name occurrences,
then the e-mail address associated with this name is
returned. Otherwise, the system returns the e-mail
address of the manual router account, thus classifying
this fax as un-routable based on its cover page
contents.

5 Challenge Areas

The above summary has clearly demonstrated the
feasibility of approach for document analysis-based fax
routing. The methods applied proved worthwhile.
However, several problem areas have been identified
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5.3 Sample Selection

The question we need to ask is how many samples are
sufficient to give credence to our accuracy claims
(latest are Precision of 98%, Recall of 93%).

The answer can be arrived to by calculations of the
minimum sample size which exhibits statistical
properties of mean and variance within a maximum
error of the mean for a sample set given that the set is
normally distributed, we choose a confidence interval,
the sample mean is estimated, the sample standard
deviation is estimated.

The first question is: What is the sample's
measurable statistic? We chose to use file size as a
proxy for the page complexity. This is true because we
use Huffman encoding for compression. Huffman is
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Figure 5. Sample Set "Del" Probability Density
Function of File Size Parameter

We generated three sample sets. One had a large
variance in the format of the image, the second varied
the number of recipients, the third introduced uniform
noise in the image.

optimized for business communications (printed text)
and, since it's a lossless compression method, is a
measurement of the information content of the
document. Noise, handwriting and graphics and skew
all create larger files.

Given that we can use file size as our measure of
complexity/variance, we need to test that the samples
are normally distributed. A Chi-squared test of
goodness of fit confirms this, as does a confidence
interval for an estimate of the mean of a normal
population.

Therefore, we know the size statistic is
representative of the variance in the sample set (from
handwritten to printed), the size statistic is normally
distributed, we measured the mean and standard
deviation of a representative set, the confidence
intervals are available from a look-up table and we can
assign the maximum error of the mean to 5%.

This means that with complete confidence, a
sample set of 1408 samples will result in a mean
within 5% of expected mean for a normally distributed
set of files with standard deviation-mean ratio of 0.57.
We need to find sample sets which fit these criteria in
order to tune and test our algorithms.

Table 2. Sample Sets

SET NAME SOURCE SAMPLES NAMES IN IMAGE NUMBER OF
TARGET LIST QUALITY FORMATS

Del • Auto Dealer fax-back, 100 25 Mediwn 100

• Fax software sample
cover pages

• Miscellaneous

BCL Fax • Word processor mail 686 229 Good 4
merge output

BCL Fax 2 • Word processor output, 114 229 Poor 4
low resolution printing
with hand-fed fax
machine skew

6 Performance Measurements

Performance was tested with several algorithm
configurations and the results are shown in the
following table.
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Table 3. Sample Sets performance measurements.

Sample Set: "Del"
Number of Files: 100

Performance Time
Trial Correct Routes False Routes Rejects Precision Recall (% correctly routed) (sec/page)

1 75 25 0 0.750 1.000 0.750
2 87 8 5 0.916 0.946 0.870 18
3 88 5 7 0.946 0.926 0.880 48
4 91 2 7 0.978 0.929 0.910 48
5 80 4 16 0.952 0.833 0.800

Sample Set: "BCl_Fax"
Number of Files: 686

Performance Time
Trial Correct Routes False Routes Rejects Precision Recall (% correctly routed) (sec/page)

1 605 63 18 0.906 0.971 0.882 60
2 650 17 19 0.975 0.972 0.948 50

Sample Set: "BCl_Fax2"
Number of Files: 114

Performance Time
Trial Correct Routes False Routes Rejects Precision Recall (% correctly routed) (sec/page)

1 88 7 19 0.926 0.822 0.772 60

7 Conclusion

Each of the research objectives were achieved and the
results show the basis for further development of a
prototype for universal automated fax routing.
Analysis of address block identification, keyword
detection, and string distance measurement methods
supported this feasibility analysis. Problem areas for
performance, rules bases, and sample sensitivity were
identified in the course of the effort and have been
described. BeL believes that this approach will
minimize the difficulty in solving the research
problems encountered.

We intend to extend the capabilities of the fax
router demonstrated for application in the field of fax
management and automation for the Department of
Defense. We plan to deploy a prototype system within
the offices of DARPA and use the test environment to
refine the analysis engine to the point where it can be
deployed universally throughout the DOD.
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Abstract
We present new techniques and results for word

recognition and for writer identification from
documents containing handwritten words. These
problems are complementary and require the
development of features which are dependent upon
word content but independent ofstylistic variationsfor
the first problem and dependent upon style but
independent ofcontent for the second. Accordingly, we
have developed both a set of style-dependent features
and a set ofstyle-independent features. Thesefeatures
have been applied to two handwritten document
databases: 1) a handwritten signature database
collectedfrom company timecardsfor word (signature)
recognition and 2) a Chinese document database for
writer identification. Results are presentedfor both.

For solving the style-independent problem, we
present a new metric for invariant image recognition.
This metric offers a solution to a long-standingproblem
in image recognition, the accurate detection and
recognition ofobjects in spite of the presence ofnoise,
distortions in the shape of the image (either due to
natural variation or differences in points ofview), and
clutter which overlaps and obscuresparts ofthe object.

1 Introduction

Two complementary image recognition problems occur
in the analysis of handwritten words. One is the
recognition of a word regardless of the writer and
requires style-independent features. The other is the
identification of the writer based on stylistic features,
independent of what is being written. In this report we
address both of these problems by developing a set of
style-dependent and style-independent features. For the
former we present a set of measures of the means and
the statistical variation among word sizes, shapes and
textures. We apply these to identify writers in a
database of handwritten Chinese documents. For the
style-independent features we develop a new measure
of closeness between two images which is insensitive to
image distortions, to noise, to overlapping text and to
global transformations such as scale, translation,
rotation and skew",

l These are transformations which apply equally to each
point in an image. The analysis presented in this paper is,
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The motivation for developing such a measure of
image closeness is to recognize two images as
corresponding to the same object even though they may
differ because of translation, scale, shear, local
distortions or noise. To accomplish this, a measure of
distance between two images is needed which is
insensitive to small local distortions and is at least
approximately invariant to the set of global
transformations of interest. Such a measure will be
described below.

It is useful to characterize the difference between two
images by two separate parameters. The first, d inv, will
be referred to as the invariant distance between the
images, and is a measure of closeness of the images
after compensating for all transformations of interest.
The second is a measure of the amount of
transformation needed to optimally ali~ the images.

This can be characterized by the vector A., which may
include rotation angle, translation, etc. Such a set of
transformations is implicit in the definition of dinv •

Fig. Ia illustrates example images, all of which are
considered to be distorted versions of the same object.

a. Global transformations of one signature.

b. Local distortions of one signature.

Fig. 1. (a) Different global transformations of a single
image. These include rotation, scale and shear. The
invariant distance is zero between any pair of images.
(b) Images with local distortions in addition to the
image shown in the upper left comer in (a). The
invariant distance is small between any two images.

however, equally applicable to transformations which are not
global in this sense, but may depend upon location.



The dot product, which measures the overlap of two
images, would fail as a measure of closeness. On the
other hand, the (rotation, scale, shearj-invariant­
distance between each pair is zero. Fig. Ib illustrates
another set of images which differ from those in Fig. la
by the presence of local distortions. The invariant
distance between any image in Fig. la and any image in
Fig. Ib or between any two images in Fig. Ib is not 0,
but is a small number, which measures an average size
of the local distortion.

A property of dinv which plays an important role in
identifying images in the presence of noise, clutter or
camouflage is that it is not symmetric:

d;nv(I l, 12) ::F- dinv(h, II)' (I)

The distance from image I to image 2 is not the same
as that from image 2 to image I; dinv is a directed
distance. dinv(I\,~) actually measures the extent to
which image I is a subset of, or is contained in, image 2
after compensating for the global invariances. While
this is not an essential property for an invariant distance
measure, we have designed dinv to be asymmetric to
enhance its utility for image recognition. For example,
Fig. 2 illustrates a prototype image and a set of images
which are essentially the same except for the addition
of noise, clutter or additional image pieces. For the
application of signature spotting, we could use
dinv(prototype, image) to measure the degree to which
the prototype is contained in the image. In contrast to
the use of a symmetric distance, this directed distance
measure is zero for all the images in the figure. Note
that if one were interested in recognizing an object
which may have pieces missing, then one could reverse
the direction and calculate dinv(image, prototype), but at
the expense of becoming more sensitive to additive
noise and overlapping features.

~
a. Prototype image.

b. Images with clutter, additional images and noise
added.

Fig. 2. The directed distance from (a) the prototype to
(b) each image is 0 despite the presence of additional
noise, clutter or additional word pieces.

The remainder of the paper will develop these
concepts and illustrate them with a problem in
handwritten signature recognition. Section 2 will

develop an approximation to dinv and to i which is

2 This notation will be used throughout the paper to
indicate in parentheses the transformations for which
invariance is designed.
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implemented by a simple algorithm. Results are shown
for several transformations. A comparison is made
with a complementary approach, based on small
distortions of smooth gray-level images, which was
developed by Simard, LeCun and Denker in [I]. Their
approach is limited to small transformations;
insensitivity to global transformations is achieved at the
expense of smoothing the image. The larger the
smoothing scale length, the larger is the range of
insensitivity to the global transformations. However,
this comes with a corresponding loss of detail in the
image. The approach presented in this paper
overcomes these limitations at the expense of the
restriction to binary images. For gray-level images the
algorithm can be applied to the binary image containing
the edges. Section 3 will illustrate the insensitivity of
the invariant distance under various image
transformations. Section 4 will demonstrate the
application to the problem of handwritten signature
recognition. This is a problem which requires both the
style-independent and the style-dependent features; a
person's signature contains both his or her stylistic
characteristics as well as the style-independent content
of the word. Section 5 presents results on a purely
style-dependent problem, the recognition ofwriter from
a set of documents containing handwritten Chinese text.

2 Theory and Model Development

The invariant distance will be defined in terms of a
measure which is not invariant to global image
transformations but is insensitive to small distortions.
This distortion insensitive distance between two images
will be designated as dins. The invariant distance can be
defined to be the value of dins obtained after having first
optimally transformed one image to best match the
other image. Let TJ.. represent an operator which acts

on an image I a~d induces a set of transformations

parametrized by A. Then

(2)

where i o is the set of transformation parameters which
minimize the above distance.

Calculation of the optimum transformation is in
general a difficult problem. However, an
approximation to the invariant distance will be
developed which can be implemented as a simple and
fast algorithm. This and the description of the
distortion insensitive distance itself are described
below.

2.1 The Distortion Insensitive Distance

We begin this section with a definition of a distortion
insensitive distance measure which applies to binary
(black and white) images. The distance from image 11
to image 12 will be designated dins(11' 12 ) , and is defined
to be the root mean square distance of all of the vectors
which originate on a black pixel in image I and



terminate on the corresponding black pixel in image 2.
This is illustrated in Fig. 3 below.

a.

where <5~/ = ~a _~a. dins is the root mean
square deviation vector between the two images. It is
clear that this distance vanishes when h is identical to
II. Furthermore, if I, is almost identical to II but differs
slightly through small distortions of the black pixel
locations, then the distance will be a small number
which measures the root mean squared deviation of the
black pixels from their locations in image 1.

In general, one does not have the convenience of
comparing two images for which there is a one-to-one
correspondence between black pixels. The general
situation is not one in which the image to be compared
is obtained from the comparing image solely by a
global coordinate transformation. For this situation, we
will maintain (6) as the definition of the distortion
insensitive distance, but with ~a identified as the

nearest black pixel3 to ~a, the alb pixel in image I:

~u thepointf in /2withthesmallestvalueof (r-~ut. (7)

b.
Fig. 3. Illustration of the ideal (a) and approximate (b)
distortion insensitive distance. Arrows represent
vectors which point from the black pixels in the
prototype image to corresponding points in the test
image. The distance is the root mean square of these
vectors.

As illustrated in Fig. 3b, this provides an
approximation to the distance measure in (6). The
approximation is good to the extent that nearest pixels
are close in Euclidean distance to the corresponding
image pixels. This distance is a variation upon the
directed Hausdorff distances [2] and is implemented
efficiently using a dynamic programming algorithm [3].

Let ~a represent the coordinate of a black pixel

contained in image I and ~a represent the coordinate
of a black pixel in image 2. Then each image can be
described by the collection of vectors:

where N I is the number of black pixels in image I, and
similarly for image 2, A global transformation of the
image is the set of transformed vectors:

TjJI = {Ti ~a} _. (4)
a-I,2...NI

2.2 The Transformation Invariant Distance

In the ideal case, we can find a transformation, Ti '

which transforms each vector in I) into the
corresponding vector in h. Applying this
transformation to I) gives a distortion insensitive
distance of zero ifone image is a pure transformation of
the other. We will define this resulting distance to be
the transformation invariant distance:

(8)=

(3)= {r. a
}

I a=I,2..N1 '

Give such a correspondence, the distortion insensitive
distance can then be defined as

If image 2 is identical to the transform of image I as
induced by the transformation operator Ti , then each

point in image 2 has a corresponding point in image 1,
as defined through the following equality:

T -a -a
i'l = r2 (5)

where Ao is the set of parameters which minimize this
distance. As above, in the non-ideal situation for which
one does not have a one-to-one correspondence
between black pixels in the two images, we will use this
definition with the points in image 2 chosen as the
closest points to each point in image 1.

3 If there is more than one point with the same
minimum distance, an arbitrary criterion can be used to
select one. Note that the word point will be used
throughout the paper to mean a black pixel with
coordinates x and y.
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where we define the cross product in two dimensions as
the following scalar:

~ X r; - X 1Y2 - YI x2· (15)

Repeating the procedure which led to (12) we obtain
an approximation to the rotation invariant squared
distance:

(14)

SinO)_a
lj.

cosO
(13)

-(~ xr;)j
(~·r;)1 '

tanO =

- (COS8T e~a = R(8)·~a = .
-sm8

The resultant solution to (9) is

To this level of approximation, the translation
invariant distance is simply the standard deviation of
the nearest point displacement vectors from image I to
image 2. In other words, for a pure translation all of the
displacement vectors should be of the same length and
point in the same direction. The invariant distance
measures the extent to which this is not true, and hence
the extent to which image 2 is not simply a translation
of image I.

As a second example, consider a pure rotation:

This solution can be used to translate image 2, and
simply corresponds to aligning the centroids of the two
images. The resulting value of (8) is the squared
translation invariant distance. After transforming
image 2, the points which were originally put in
correspondence with points in image 1 will in general
change. But if this is ignored, an approximate
evaluation of the squared translation invariant distance
is obtained as

2.3 Derivation of Transformation Parameters

The utility of the above definition of the transformation
invariant distance stems from the simplicity with which
the transformation parameters can be calculated. There
are a wide range of transformations which yield a
simple algebraic formula for the optimum
transformation parameters for distorting one image into
another. T~ general problem is to find the set of

parameters Ao which minimize (8). To simplify the
notation, we will write <...>1 to designate the average
over black pixels in image I, with the superscript 'a',
over which the average is carried...: understood. Then,

differentiating (8) with respect to Ao, we obtain

1) i o is calculated using the moments of <5~2a;

2) all points in .image 2 are transformed using the

estimate of Ao.

3) new separation vectors are now calculated and

the invariant distance is calculated;

4) repeat steps 1-3) several times.

In general, this distance will differ from zero even
when image 2 is obtained from image I by a global
transformation because closest points are not always
corresponding points. But to the extent that a majority
of points in image I have closest points in image 2
which are nearby to the corresponding points, this is a
useful approximation. The utility of this definition is
borne out by experiments and will be demonstrated in
Sections 3 and 4 below.

Section 2.3 will derive closed form solutions for the
optimal transformation parameters based on moments
of the separation vectors <5 ~/ . Because of the
approximation involved in replacing corresponding
points by closest points, the transformation found will,
in general, only be an approximation. A method for
improving the approximation is to iterate the procedure
with the following algorithm:

Equation (9) then gives an estimate of the overall
translation as the average over points in image I of the
vector which points to the nearest point in image 2:

A closed form solution can be found when the
transformation is a polynomial function of the
coordinates. The simplest situation is illustrated by a
linear transformation. Consider first a pure translation:

:L1
2

(( ) st. )QUinv __ ~_

o = --- = 2 T
Xo

lj -r2 '-_-lj
aAo aAo j

(9)

(10)

d;nv
2 = (~2\-2~(~·;:2)12+(~X;:2)12 +(;:22)\.

(16)

This is a distance which vanishes whenever image 2 is a
pure rotation of image I, to the extent that the
correspondence approximation is valid.

In general any affine transformation can be
incorporated. In addition, many nonlinear
transformations can be included that still give rise to
analytic solutions for the deformation parameters and
the invariant distance. It is instructive to consider a
general transformation linear in the distortion
parameters, which may also be the linear approximation
to a nonlinear transformation:
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T - =
.it

- dT
1 + OA' ----:;- .

dA
(17)

binary image 1 and an appropriate gray-level image
derived from image 2. For example,

Equation (9) then has the solution

01 = (xtXXtX+YtxYtx)t-' .((x2-x,)x,x +(Y2 -Yt)Y1x), '
(18)

where

(26)

is the dot product of image 1 with 1
2

2, the distance­
.d

squared transform (as described in [4]) of image 2,
normalized by N1. Defining

x ­u
dT

= ---=xI
dA

(19) == II' I ­2,A. '
(27)

(29)

1·1 - (1 ·1 -).rll'" .(1 ·1 -).I 2,d 2 I 2,.it """ I 2,.it'

(28)

d;nv
2 =

2.4 Comparison with Tangent Distance

Simard, LeCun and Denker in [1] have developed a
complementary approach based on the intensity values
of gray-level images rather than on the locations of
black pixels in a black and white image. Their analog
of the transformation invariant distance is the tangent
distance, which is a measure of the overlap between
two images after having adjusted for the effect of an
infinitesimal transformation, The heart of the approach
lies in approximating a transformed image under the
transformation described in (17) by the first term in a
Taylor series expansion:

The images 1
2
,i can be thought of as moments,

which depend upon A, of the vector distance transform
of image 2, where the vector distance transform of an
image is the pair of x and y component images whose
pixel intensity values are the coordinate displacements
along x and y axes to the nearest black pixel in the
image.

If we desire invariance under an n-dimensional
transformation parametrized by Ai' i = 1,2,...n, then

from each image Ia, n+1 new images are derived whose
dot products with image 11 are used to form the directed
invariant distance. This distance measures the extent to
which image 1 is a subset of image 2, In Section 4
image 1 will be considered as a prototype image and
image 2 as the test image, Other applications may
require the reverse situation for which image 2 is the
prototype and image 1 is the test image,

the squared invariant distance can be written as a
nonlinear function of these dot products:

= 0
, (21)

for

Y2 = Yl + 8.1t· YLi.
(23)

«: = 0

The average indicated above is over both indices a
and b which label points in image 1. If the sets of

coordinates {rali} a=l...N
t

are thought of as forming

template images, one for each value of A, then the
projection operator acts to project an image onto the
subspace of images orthogonal to each template image.
This enforces the vanishing of the invariant distance
when one image is a linear transformation of the other:

1 -0 ( ) -I-b-r I.~ x -x - +y -y - r IXN UU !AUI
I ,

(20)

Equation (22) can also be written as

din•
2

= ((~ -is), - ((;', -i'2P,~), I',ll' .(~~.:(~ -i'2)),
(24)

with summation understood for the repeated indices A
and A', and 1 --, is defined as

III

and the matrix inverse and multiplication are with

respect to the indices labeled by A. The invariant
distance can be expressed in terms of a projection
operator:

I --Ill'
(25)

The second term above can be considered to be a
linear combination of template images:

Each average over black pixels in image 1 can be
represented equivalently as a dot product between = d: (r.V)1{r).

dA
(30)
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The approximation is seen to be valid only for images
which are sufficiently smooth so that the gradient image
exists. This is in general not true, but can be remedied
by smoothing the image sufficiently. One must trade
off smoothing the image to maintain invariance to small
transformations with loss of information from
smoothing too much.

The tangent distance between two images has been
defined symmetrically. For our purposes, however, it is
most instructive to consider a variant of the distance
which is asymmetrically defined as

d 2
tangent = j(dr)(/2(r)-/I(r)-8io ·/IX.(r)f,

(31)

where OAo is the parameter set which minimizes this

squared distance. By analogy with the derivation in
Section 2.3, the minimization problem has the solution

c>Xo = (f(dr) lli(r) lli(r)r ·f(dr')lli(r')(12(r')-lt(r')),

(32)

and the squared tangent distance can be written as

d/Q17lg../ = (12 -11) 2 - (II .I;J}r\u' .(11 .1;.;:.).
(33)

with the dot product used to denote spatial integration
and the prototype image, r ,., defined by

2,,,,

r _ = - V'(I~ (r) d~ r). (34)
2,.1. - dA

In spite of the similarities, there are some key
differences between the two methods. The invariant
distance in (28) is the average distance (in physical
coordinate units) that the object or objects in image 1
are from those in image 2. On the other hand, the
tangent distance in (33) is a measure of intensity
difference between the two images. In addition, the
invariant distance approach relies on a coordinate
description of an image. As such, it is most suitably
adapted to binary images. For gray-level images, it is
natural to use a binary image of object boundaries,
obtained for example from an edge detection or
watershed algorithm. The complementary tangent
distance approach compares gray-level intensity images
directly but requires the smoothing out of any sharp
intensity changes in order to calculate the gradient
image. This yields insensitivity to image distortions
which are of the same magnitude as the smoothing
scale length. Invariance to large transformations is
only obtained at the expense of large amounts of
smoothing, which can remove important details in an
image. In contrast, the coordinate description approach
does not require smoothing the image, and is
approximately invariant to large transformations, as is
shown in Section 3.
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2.5 Implementation of the Algorithms

There are several approaches for implementing the
invariant distance measure when building invariance to
more than one global transformation. For example,
invariance with respect to translation, rotation, scale
and shear can be built in one step using (22). This is
approximately equivalent to using (18) to find the
distorting affine transformation parameters, using these
values to undistort the image, and calculating the
resultant distortion insensitive distance using (6). (22)
will only give an approximation of this resultant
distance because closest pixel identifications may
change after transforming the image. Similarly, the
transformation found in (18) will only be approximate.
In general, the closer the two images are, the better is
the approximation. A useful procedure is to iterate the
transformation algorithm: the transformation
parameters are calculated and the image is undistorted
according to these parameters. Then new
transformation parameters are calculated based on the
new image, and the image is undistorted again. When
iterated, this procedure has been shown to converge, in
practice, for a wide range of images from handwritten
characters, handwritten words and two-dimensional
images of three-dimensional objects. This procedure is
demonstrated in Section 3.

An alternate approach to calculating the full set of
transformation parameters in one step is to calculate
each transformation separately. That is, we could
calculate the net translation first and then translate the
image. Then we could calculate the rotation angle and
rotate the image, .. and so on. It is an open question as
to which procedure converges more quickly.

An effective implementation of the algorithm
requires overcoming certain difficulties associated with
the breakdown of the basic approximation assumed, the
equality of closest pixels with corresponding image
points. The following are special, somewhat
pathological cases which illustrate the extremes of these
difficulties:

Suppose the fit is almost exact. Then the computed
translation is effectively zero, and convergence to the
correct position may be very slow. A trivial example of
this is shown in Fig. 4. Here the prototype, shown
shifted vertically for clarity, is a single pixel off of the
image. Since all pixels in the prototype overlay their
nearest neighbors except for the one on the end, the
computed translation in pixel units is just lIN, where N
is the number of pixels in the line. But the correct
value is I pixel. Convergence is slow.

Fig. 4. Translation convergence. The prototype, shown
in light gray, almost overlays the image which is shown
in dark gray. Each image consists of 8 pixels in a line.
The prototype is offset from the test image by I pixel.



Our solution is to apply a lower limit to the
translation: if it is less than a pixel, we translate a full
pixel in the indicated direction.

On the other hand, suppose the prototype does not
overlap the image at all, and the image is such that one
of its pixels is the nearest neighbor to every point in the
prototype. Fig. 5a shows an example of this situation.
Here the computed translation will center the prototype
on the common nearest neighbor, and the computed
scale factors will shrink the prototype to a single pixel.
By performing the translation step before the scaling we
avoid this problem completely.

upon the number of transform iterations taken, as was
discussed in Section 2.5.

Figs. 6a and b show a prototype signature and a test
signature which have been severely sheared with a
shear value of 1.5. This distortion corresponds to parts
of the image shifting by as much as 85 pixels or
roughly half the width of the 166 wide by 113 high
prototype image. The result of iterating the shear­
invariant distance algorithm is to distort the prototype
more and more to match the test image. The signature
produces a good match after 10 iterations and an almost
perfect match after 30 iterations.

Fig. 5. (a) Degenerate scaling. Every point on the
prototype, shown in gray, sees the same nearest
neighbor on the image which is shown in black. (b)
The prototype will shrink to a line. (c) The prototype
will shrink to a flat object. (d) On the scale of the
original prototype the resultant distance after shrinking
in (c) is large.

c.
Fig. 6. Illustration of prototype transformation under
several iterations of the algorithm. (a) depicts the
original prototype signature. (b) is the test signature.
In (c) the transformed prototype is shown from left to
right in sequence after 1,5, 10 and 30 iterations.
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Fig. 7. Insensitivity of the shear-invariant distance to
shear for various iterations of the algorithm.

Fig. 7 shows the range of insensitivity of the shear­
invariant distance for a range of shears of the signature
depicted in Fig 6.
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3 Sensitivity Analysis

However, a related problem occurs if a small object
is being compared with a large prototype as in Fig. 5b.
If, as in the figure, the object is a perfectly straight line,
a vertical scaling which reduces the prototype circle to
essentially a straight line will give the smallest resultant
distance. This is prevented by applying a lower limit to
the scale factors. A slightly more realistic situation is
shown if Fig. 5c, for which the small object is not
perfectly straight. In this situation, the circle would
again be scaled down to be very thin. As it stands, this
would result in a small scale invariant distance which is
misleading. This is easily remedied by always
comparing distances relative to the prototype size,
which is equivalent to scaling the object up to the size
of the prototype, as shown in Fig. 5d. This rescaled
distance is large, and hence there is no confusion that
the two objects are of similar shape.

As pointed out in the Section 2.5, the implementation of
the transformation invariant distance depends upon the
assumption that closest points are corresponding points.
The breakdown of this assumption leads to the
approximate nature of the invariance to global
transformations. The purpose of this section is to
illustrate the extent to which this approximation still
leads to a useful measure of distance. We will illustrate
that the invariant distance between two images, one of
which has been transformed with respect to the other,
remains small even for large transformations. The
sensitivity to the amount of transformation depends

With 10 iterations of the algorithm the distance remains
less than 1 pixel for shears up to a magnitude of
approximately 1.0. With 5 iterations, the distance
remains less than the average width of the lines in the
image (5 pixels) over the same range of shear values.
The sensitivity decreases as more iterations are used.
For comparison, a scaled Euclidean distance is shown
to illustrate the high sensitivity of this metric under
image transformations.

Results for rotation, with angles ranging from 60 to ­
60 degrees, and scaling, with scaling factors ranging
from 0.5 to 1.5, are similar to the above. Detailed
presentation of these results as well as those for
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combinations of the various distortions will be
presented in a future paper [5].

4 Handwritten Signature Recognition

The invariant distance measure has been tested on the
problem of offline handwritten signature recognition.
The goal is to search a database of documents to
identify those documents containing a particular
writer's signature, given one or more examples of the
signature. We use the invariant distance both to locate
and to classify the signature.

4.1 The Database
For this test, we generated a database of signatures by
digitizing the employee signature section of the weekly
timecards submitted by some of our fellow employees.
The database contains the timecards from 45
employees, each with 51 to 54 timecards, signed at
weekly intervals. The total sample size is 2384. By
spreading the signatures over a large period of time, as
opposed to having each person sign his or her name
dozens of times in succession, we have produced a set
of signatures containing a range of variations such as
different pens, different amounts of muscle fatigue and
different signing speeds.

A typical timecard document is shown in Fig. 8. The
signature has been modified in order to maintain
confidentiality of the actual signatures. The timecards
have a gray region in the upper left which, when
digitized to black and white, produces a speckled
pattern. There are also obvious lines and typewritten
text present, as well as several other handwritten fields.
Each sample was digitized in black and white at 100
dots per inch.

Fig. 8. Sample timecard from the database.

Noise removal algorithms were first used to clean up
each image. While the directional nature of the feature
extraction algorithm was designed to allow recognition
in noise, the removal of as much noise as possible
eliminates potential regions of the image which must be
searched, thus reducing evaluation time as well as the
false alarm rate. In addition we apply a baseline
adjustment algorithm to initially align the prototype and
image principal axes.

4.2 Results
A series of numerical experiments were carried out
using a reduced data set of 1857 documents from 35
writers. In the first set of experiments, a single
prototype signature from each of seven writers was
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chosen from the database for evaluation. These
signatures are representative of the variation seen
across the database, but do not necessarily encompass
the full statistical variation expected from an ensemble
of writers. These seven signatures were used to search
for matching signatures in the total set of 1857
documents. The documents were cleaned by hand to
remove non-signature portions, though similar results
have been obtained on the raw documents- with
automated noise removal.

For each search to find matches to the prototype
signature image, 12 parameters were calculated. These
included the (rotation, scale, shear)-invariant distance
from the prototype to the image, the distance between
the x profiles (integrated intensity along the y axis as a
function of x), the distance between the y profiles, the
first moments of the image and several ratios between
the prototype and the image. The ratios included aspect
ratio and the second, third and fourth moments of the x
and y profiles.

A feedforward neural network with 10 hidden layer
nodes was trained to determine, for each signature
document tested, the probability that it is a signature
from the same writer as the prototype signature. Half
of the data was used for training and the other half for
testing. The two halves were exchanged, the training
repeated, and the results averaged over both
combinations. Results are presented in Table 1 using
several combinations of features all derived from one
prototype signature. Combination C in the table used
only the invariant distance to identify signatures. B
included the x and y profile distances and the ratio of
aspects in addition to the invariant distance.
Combination A included the first moment and the ratios
for the second through fourth moment of the x and y
profiles, the x and y profile distances, the ratio of aspect
ratios and the invariant distance.

Table 1: Signature classification rate for three choices
of feature sets with the reduced dataset of 35
writers/1857 documents.

Feature Combination Mean Standard
Deviation

A: all features 94% 5.1%

B : dinv + profiles aspect 90% 9.8%

C: dinv alone 81% 14%

The total percent correct, which is 100% minus the
sum of the false positive and the false negative errors, is
given. It is calculated at the threshold probability level
which minimizes the sum. A false positive is defined to
be an image which is falsely classified as a positive
signature match, while a false negative is an image
which is falsely classified as a negative signature
match. The data is averaged over the seven signatures
from different writers. For each signature, four



HKl.,...--_--....---_--_--....

100

# Neighbors
• 9
1:1 5
C 2
Ell

60

..........

..............•........••
40

1 neighbor
2 neighbors
9 neighbors

20

i
'" 80
{j

='"....
= 60{j
{j

0...=,., 40
{j

='"=C' 20'"..Ii><

(0

5 10 15 20 25 30 35 40 45

Writer Identification Number

Fig. 9. Classification rates for each of the 45 writers.

E
'"....=o
II<

Classification Rate (% correct)

Fig. 10. Histogram of classification rates for selection
of the closest 1,2 and 9 nearest neighbor images.

neural network results on the reduced data set reported
in Table 1. They also indicate that the incorporation of
the invariant distance metric reduces the fraction of
errors by roughly 3%. The statistical uncertainty in the
classification rates is approximately 0.8%. Clearly the
majority of the variation described by the standard
deviation arises from the large writer to writer
variation.

In Fig. 9 the classification rates are shown for each of
the 45 individual writers, sorted from worst to best
performer. This sort can be used to rank the writing
variability and consistency. The worst performers tend
to have highly variable signatures. If one considers
several signatures from such a writer, they appear to the
human observer to be written by several different
writers rather than a single writer. In contrast, the good
performers in the figure have handwriting which is very
consistent and is easy to identify as belonging to the
same writer.

Fig. 10 shows a histogram of the classification rates
for n equal to 1,2 and 9, obtained from the above figure
by binning the data in classification rate bins, each 10%
wide.

Feature Combination Mean Standard
Deviation

A: all features 96% 6.3%

B : without dinv 93% 7.3%

C: dinvalone 80% 16%

prototypes were selected to run four separate database
searches. The results are averaged over all four
prototypes. Both the mean and the standard deviation
of the 35 values for the individual writer classification
rates are shown. The large spread in the results is
reflective of the large variation in performance from
signature to signature. Several signatures achieved
close to perfect performance. Two out of the seven had
particularly poor performance.

A more extensive set of experiments was carried out
on the full set of 2384 documents. In contrast to the
previous experiments in which the feature set involved
comparison of the search image with each test image,
we developed a set of features for these experiments
which are intrinsic properties of each test image.
These are obtained by choosing a set of signatures from
the database to serve as prototype images. Every other
image is then analyzed in reference to the prototype.
The prototype images then serve as a basis set for
describing any image. For this experiment we have
chosen a basis set of six prototypes, one sample from
each of six writers. We represent every image by a
twenty four dimensional feature vector consisting, for
each of the six prototypes, of the invariant distance
between the image and each prototype, the root mean
squared distance between the two x profiles, the root
mean squared distance between the two y profiles, and
the ratio ofthe two aspects ratios.

Having represented every image by twenty four
numbers, we then use a nearest neighbor classification
scheme to choose the closest matches to a given
signature image. We define a correct match to occur
when the actual writer is the same as at least one out of
the top n closest images, with n ranging in our
experiment from I to 9. We have used a Euclidean
distance measure with a separate weighting constant for
each feature dimension. These weights were
determined by a genetic algorithm/neural network
combination optimized to find the set of weights that
minimizes the fraction of misclassification errors.

With n=9, we show the resultant classification rate in
Table 2. Results are shown with and without the use of
the invariant distance metric.

Table 2: Signature classification rate with the full data
set of 54 writers/2384 documents.

Combination A in the table includes all 24 features.
Combination B excludes the 6 invariant distance
measures. Combination C uses only the 6 invariant
distance measures. These results are similar to the

As the number of closest images used ranges from 1 to
9, the histogram peaks more and more toward the
higher classification rates, as expected.
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5 Chinese Writer Recognition

The objective of this problem is to separate a large
number of handwritten documents according to writer.
As a step toward this goal, we seek a set of features that
can be computed for each document such that the
nearest document in this feature space is written by the
same writer. Once the set of features has been chosen,
a set of weights for these features is chosen which
minimizes the distance between documents by the same
writer and maximizes the distance between documents
by different writers.

A database of 106 Chinese documents from 15
writers has been generated by the Department of
Defense (DoD). Pieces of two example images are
shown below in Fig 11. Sample characters of each
writer are shown in Fig. 12.
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Fig. 11. Example Chinese documents from two
different writers in the DoD database.

For each document in the database we group
connected components into characters. We then
calculate a set of features for each character from which
we obtain the mean value and standard deviation of
each across the set of characters in the document. The
features are used with a nearest neighbor classifier to
evaluate the writer identification results. That is, given
a new document to test, we evaluate its feature vector
and search for the n closest feature vectors. The
identify of the writer for the test document is assumed
to be that of one of the n closest matching documents.
We elaborate these concepts and show these results for
the DoD database below.
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Fig. 12. Sample characters from each of the 15 writers
in the Chinese document database. The samples are
ordered according to writer identification numbers 1 to
15, with the top row beginning with 1,2 and 3 from left
to right and continuing in the same order to the next
rows.

5.1 Character Grouping

Each black and white text image was segmented into a
collection of connected black areas or connected
components. Any component with fewer than three
black pixels was discarded as being due to image noise.
The expected height and width of the characters on the
page were calculated as the 9ih percentile values of the
height and width distributions of these components.

The components were then grouped into characters as
follows. First, all components smaller than 1/4 the
expected character size and more than 1/4 the expected
character size away from other components are
classified as punctuation marks or noise and removed.
A box with the expected character's size is drawn
around the center of the largest component not yet
tagged as being part of a character.

We define an error measure which describes how
well this box fits the character containing this
component. The error is defined as a ratio of two



5.2 Features

A number of features, 40 altogether, were computed for
the components and characters. For each document, the
ratio of the standard deviation to the mean was
computed for the area, height, and width of the
components:

The standard deviation and mean of the aspect ratio
(width to height ratio) of the components were also
computed.

For the characters in the document, the same features
were calculated as well as the standard deviation and
mean of the number of components per character, of the
horizontal spacing between characters divided by the
mean character width, and of the vertical spacing
divided by the mean character height. These features
were designed to be dimensionless and independent of
the resolution of the document image.

component areas, where we define component area as
the number of black pixels in the connected component.
We define AI to be the area of all of the connected
components within the box which have not been
assigned to another character. A z is defined to be the
total area of all connected components which have
some overlap within the box whether or not they have
already been assigned to a different character. Then the
error measure is defined to be the ratio Az/ A 1. By
shifting the box around so that this error is minimized
we obtain a grouping of components that belong to a
single character.

All components with more area within this box than
outside it are grouped into a character if they have not
already been assigned to another character. A second
box is drawn around all of the components in the new
character. Again, all components with more black
pixels inside than outside of this box are tagged as
being part of the character.

Sometimes a small component from a neighboring
character is erroneously included. If a component in
the new character is too isolated from the other
components, it is removed.

(JArea
rArea =

J.lArea

(35)

In addition, texture features were computed based on
the power spectrum of the characters. The power
spectrum was computed from the Fourier transform of
each character. The power spectrum was then summed
over six rings of equal area and over four double­
wedges of similar area. The shapes of these regions are
illustrated in Fig. 12 above for four rings and four
wedges.

The ring sums are insensitive to rotation but are
sensitive to changes in scale. The reverse is true of the
wedge sums, and so the two sets of texture features
complement each other. The wedge regions are
symmetric about the origin because the power spectrum
is symmetric about the origin.

5.3 Results for Chinese Writer Identification

Classification results are shown in Table 3 for the DoD
database of 106 Chinese documents written by 15
writers. Shown are the mean and standard deviation of
the 15 individual classification rates. The individual
rates are based on small sample sizes ranging from 6 to
30 documents each. The statistical uncertainty in the
mean classification rate arising from this small sample
size is approximately 1.4%. These results are based
upon nearest neighbor classification with from n = 1 to
9 nearest neighbors selected. As with the handwritten
signature problem, we identify a test document as
correctly identified if anyone of the n neighbors has the
correct writer identity.

Table 3: Chinese writer classification rate.

Number of Neighbors Mean Standard
Used For Classification Deviation

1
l

98% 4.7%

2 ·98% 4.7%

5 • 99 3.7% I
I 9 99% 13.7% I

~

Fig. 12. Ring and wedge shaped regions over which
the power spectrum of characters is summed.

9'1

For the case with 1 nearest neighbor classification,
there are only two errors. One document from writer 4
is incorrectly assigned to writer 2 and one document
from writer 3 is incorrectly assigned to writer 5.

The numbers of documents in the database for each
writer are listed in Table 4 below.



Table 4: Tabulation of number of documents for each
writer for the Chinese document database.

Writer Number of
I.D. documents

1 10
2 7
3 7
4 8
5 7
6 7
7 6
8 6
9 7

10 5
11 8
12 8
13 7
14 6
15 7

Though the number of documents per writer is small
in these experiments, the results are encouraging with
average writer classification rates of 98% to 99% as the
number of of nearest neighbors considered varies from
n=l to n=9. The variation in the individual writer
classification rates is in the range of 4% to 5% (one
standard deviation) and varies from a minimum of 86%
for the most difficult-to-analyze writer to 100% for the
easiest.

6 Conclusions

A new measure has been defined to calculate the
distance between a pair of images. This distance is
insensitive to small distortions of the image and is
approximately invariant to a set of global coordinate
transformations which can be selected to best solve a
given image comparison problem. The distance has
been shown to provide a good measure of image
closeness for a wide range of image distortions. These
include shear, with shear values in the range of -1.5 to
1.5, rotation, with angles in the range of -60 to 60
degrees, scaling, with scale factors in the range of0.5 to
1.5 and translations to any distance.

The transformation invariant distance, combined with
other features which capture size and shape
information, has been applied to a problem in
handwritten signature recognition with encouraging
results. Results on the Logicon timecard database
indicate a classification rate of from 81% to 96% for
respectively 1 to 9 nearest neighbor classification, when
averaged over 45 writers and a corresponding spread in
the rate from writer to writer of 15% to 6%. The
transformation distance gives an improvement of 3%
over the use of the size and shape features alone.

A set of stylistic features was developed to identify
the writer, independent of text content. 40 features
were used to identify the writer on a set 106 Chinese
documents written by 15 writers. Preliminary results
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indicate mean writer identification rates of 98% and
99% for 1 and 9 nearest neighbor classification
respectively.
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Abstract
We present a methodology for OCR that exhibits

the following properties: language-independentfeature
extraction, training, and recognition components; no
separate segmentation at the character and word
levels; and the training is performed automatically on
data that is also not presegmented. The methodology
is adapted to OCR from continuous speech
recognition, which has developed a mature and
successful technology based on Hidden Markov Models.
The language independence of the methodology is
demonstrated using omnifont experiments on the
DARPA Arabic OCR Corpus and the University of
Washington English Document Image Database 1.

1 Introduction
During the last two decades, a revolution has taken
place in continuous speech recognition (CSR)
technology. The earlier technology struggled to
perform recognition using a presegmentation stage,
where the speech was segmented into tentative phonetic
units, followed by a recognition stage that employed a
set of acoustic-phoneticrules that were written by hand.
Furthermore, the training data was laboriously hand­
segmented and labeled at the phonetic level. The
technology was very language-dependent - new
segmentation and recognition algorithms had to be
written for each new language. In contrast, the new
CSR technology, which is based on the use of hidden
Markov models (HMM) [1] to model phonetic units,
has proven to be language-independent and does not
require presegmentation of the data, neither during
training nor recognition. The improvements in this
model-based CSR technology in the last decade have
been truly phenomenal [2].

In this paper, we show how the same CSR
technology based on HMMs can be adapted in a
straightforward manner to the problem of optical
character recognition (OCR) [3]. In fact, after a line-
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finding stage, followed by a simple feature-extraction
stage, the system utilizes the BBN Byblos CSR system
[4], with no modification, to perform the training and
recognition. The whole system, including the feature
extraction, training, and recognition components, are
designed to be independent of the script or language
used. The language-dependent parts of the system are
confined to the lexicon, grammar or language model,
and training data. Furthermore, this technology does
not require presegmentation of the data at the character
and word levels, neither for training nor for recognition.

We demonstrate the power of the new methodology
using the DARPA Arabic OCR corpus, which consists
of scanned text from a number of sources of varying
quality. Arabic text is known to present special
challenges to OCR because the characters are connected
for the most part and the shape of each character changes
depending on the neighboring characters. To
demonstrate the script-independence of this
methodology, we also report on experiments with the
University of Washington (OW) English Document
Database I, using the same basic system as the Arabic
recognition system.

There have been a number of attempts to use HMMs
in OCR [5,6,7,8,9,10,11]. This work presents a
number of departures from other studies: (1) This may
be the first attempt to use a CSR system directly to
perform OCR; (2) it represents the first attempt to use
HMMs for Arabic OCR [12]; and (3) the major
components of the system (feature extraction, training,
and recognition) are intended and designed to be
language-independent, and have already been
demonstratedin two different script families.

In Section 2, we present the general probabilistic
methodology used, including a brief introduction to
hidden Markov models and a description.of our general
OCR system. Section 3 details the various parts of the
system, including the preprocessing and feature
extraction stages, the HMM model structures used, and
the training and recognition components. In Section 4



we describe a series of experiments performed on the
Arabic OCR corpus and in Section 5 we present our
initial results on English OCR.

2 Probabilistic Paradigm

2.1 Problem Setup

Given the scanned data from a line of text, our basic
probabilistic paradigm attempts to find that sequence of
characters C that maximizes P( CIX), the probability of
the sequence of characters C, given a sequence of feature
vectors X that represents the input text. Using Bayes'
Rule, we can write:

P(CIX) =P(X1C) P(C) / P(X).

We call P(X1C)thefeature model and P(C) the language
model (or grammar). P(X1C) is a model of the input
data for any particular character sequence C; P(C) is the
a priori probability of the sequence of characters, which
describes what is allowable in that language and with
what probability; and P(X) is the a priori probability of
the data. Since P(X) is the same for all C, maximizing
P( aX) can be accomplished by maximizing the product
P(X1C) P(C).

The feature model P(X1C) is approximated by taking
the product of the component probabilities for the
different characters, P(Xilci), where Xi is the sequence of

feature vectors corresponding to character Ci: The

feature model for each character is given by a specific
HMM. The language model P( C) is described by a
lexicon of allowable characters and words and by a
statistical language model that can provide the
probability of different sequences of characters aOO
words. The most popular language model used for
recognition is an n-gram Markov model, which
computes P(C) by multiplying the probabilities of
consecutive groups of n words (or characters) in the
sequence C. Typically, bigram (n=2) and trigram (n=3)
statistical models are used.

2.2 Hidden Markov Models

A hidden Markov model (HMM) has the same
structure as a Markov chain, with states and transition
probabilities among the states, but with one important
difference: associated with each state in a Markov chain
is a single "output" symbol, while in a HMM,
associated with each state is a probability distribution
on all symbols. Thus, given a sequence of symbols
produced by a model, we cannot unambiguously
determine which state sequence produced that sequence
of symbols; we say that the sequence of states is hidden.
However, we can compute the sequence of states with
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the highest probability of having produced the observed
symbol sequence. If we associate symbols with feature
vectors, then the recognition problem can be formulated
as finding the sequence of states (or characters or words)
that could have produced the sequence of feature vectors
with the highest probability. Because of the Markov
property of HMMs, the search for the most likely word
sequence can be computed very efficiently using the
Viterbi algorithm [13]. HMMs have several important
properties that make them desirable:

a. HMMs provide a rigorous and flexible mathematical
model of variability in feature space as a function of
an independent variable (time for speech and position
for text).

b. Segmentation and recognition are performed jointly
using very efficient training and search techniques.

c. Training is performed automatically without any
manual segmentation of data.

d. Higher level constraints (in the form of language
models, for example) can be applied as part of the
recognition process, if desired, instead of applying
them as a postprocess.

e. The techniques are language-independent in
principle, requiring only sufficient training data and
a lexicon from the new language in order to
recognize that language.

Perhaps the most important of these properties is
that the HMM parameters can be estimated
automatically from training data, without the need to
either pre-segment the data or align it with the text. The
training algorithm requires

• a set of scanned data to be used for training,

• the transcription of the data into a sequence of
words of text, and

• a lexicon of the allowable set of characters aOO
words.

The HMM training algorithm automatically estimates
the parameters of the models and performs the
segmentation and recognition simultaneously, using an
iterative scheme that is guaranteed to converge to a local
optimum.

2.3 Overall System

Fig. I shows a block diagram of the OCR system,
which is identical to our speech recognition system, but
with the following exceptions: the input here is scanned
images instead of speech, characters replace phonemes,
and orthographic rules (see below) replace phonological
rules. The system depends on the estimation of character



models, as well as a lexicon and grammar, from training
data.

The training system takes scanned-text data, coupled
with ground truth, as input. Ground truth here is given
as the sequence of words that correspond to the different
lines in the input. Note that the location of the lines
on the page is not provided, nor is any segmentation or
alignment between the scanned data and ground truth at
the word or character level. After a preprocessing stage
in which the page is deskewed and lines of text are
located, a set of features is extracted. The character
modeling component then takes the feature vectors aOO
the corresponding ground truth and estimates the various
character models. The character modeling component
also makes use of a lexicon and a grammar, which are
obtained from a large text corpus using a language
modeling component.

The training process also makes use of orthographic
rules that depend on the type of script. For example,
the rules state that the text consists of text lines .and tell
whether the lines are horizontal or vertical, and whether
the text is read from left-to-right (as in Roman script) or
right-to-left (as in Arabic script). The rules may also
specify which sets of characters can appear together as
ligatures. (A ligature is a combination of two or more
letters that looks different from the simple
concatenation of the letters.) The rules could also

specify other aspects of the writing structure, such as
the diacritics in Arabic script, radical decomposition in
Chinese script, and syllable structure in Korean Hangul
script. Orthographic rules are not always necessary, but
they could serve to minimize the recognition search and
to reduce the amount of training needed by providing
prior information about the form that the models should
take.

The recognition system in Fig. 1 has a
preprocessing and feature extraction component identical
to that used in training. Then, using the output of the
feature extraction, the recognition uses the different
knowledge sources estimated in the training (character
models, lexicon, grammar, and orthographic rules) to
find the character sequence that has the highest
likelihood.

In our system, all knowledge sources, shown as
ellipses in Fig. 1, depend on the particular language or
script. However, the whole training and recognition
system, shown as rectangular boxes in Fig. 1, is
designed to be language-independent. That means that
the same basic system can be used to recognize most of
the world's languages with little or no modification.
This language independence has been demonstrated for
speech recognition using HMMs and, in this paper, we
demonstrate it for OCR as well.

Scanned

Training Data

Ground Truth

reprocessmg
+

Feature
Extraction

Character
Modeling

Language
Modeling

Text

lRlECOGNmON

7f7Rj}JfNJlNG

Scanned
Data

Preprocessing
+

Feature
Extraction

Recognition
Search

t- ...~Word
Sequence

Fig. 1: A block diagram of the OCR system. The training and recognition processes, shown by
the rectangular boxes, are language independent.
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Fig. 2: Dividing a line of text into frames and each
frame into cells.

Fig. 3: Hidden Markov model (HMM) for characters.
Shown is a 7-state model. For OCR, we have used
14-state models.

I

and horizontal derivatives, and local slope and
correlation, so as to include more global information.
We have found in speech recognition that the inclusion
of such features helps overcome the limitation imposed
by the conditional independence assumption that is
inherent in HMM models. The result is a set of 80
simple features. Now that we have a feature vector
computed as a function of position, we are ready to put
HMMs to good use.

3.2 HMM Character Structure

Note that we have specifically chosen not to include
features that require any form of partial recognition,
such as sub-character pieces (e.g., lines, curves, dots),
nor did we want to include features that are specific to a
particular type of script.

Although the intensity features alone represent the
entire image, we include other features, such as vertical

The central model of the OCR system is the HMM of
each character. For each model, we need to specify the
number of states and the allowable transitions among
the states. Associated with each state is a probability
distribution over the features. The model for a word
then is a concatenation of the different character models.

Our proposed HMM character structure is a left-to­
right structure that is similar to the one used in speech
(see Fig. 3). The loops and skips in Fig. 3 allow
relatively large, nonlinear variations in horizontal
position. During training and recognition, for any
particular instance of a character, several of the input

3 OCR System Detail

3. 1 Preprocessing and Feature
Extraction
The question of how to apply HMMs to the OCR
problem is an interesting one. In order to use HMMs,
we need to compute a feature vector as a function of an
independent variable. In speech, we divide the speech
signal into a sequence of windows (which we call
frames) and compute a feature vector for each frame; the
independent variable then is clearly time. The same
method has been applied successfully to on-line
handwriting recognition, where a feature vector is
computed as a function of time also [14]. However, in
OCR, we are usually faced with the problem cf
recognizing a whole page of text, so there is no
obviously natural way of defining a feature vector as a
function of some independent variable and, in fact,
different approacheshave been taken in the literature [5­
11]. At this stage in our work, we have chosen a line
of text as our major unit for training and recognition.
Therefore, we segment a page into a set of lines (which
we assume to be horizontal, without loss of generality)
and then use horizontal position along the line as the
independent variable. Therefore, we scan a line of text
from left to right (right to left for Arabic script), and at
each horizontal position, we compute a feature vector
that represents a narrow vertical strip of the input,
which we call aframe. The result is a feature vector as
a function ofhorizontal position.

Prior to finding the lines, we find the skew angle of
the page and rotate the image so that the lines are
horizontal. We then use a horizontal projection of the
page to help find the lines. For each line of text, we
find the top and bottom of the line. Once each line is
located, we are ready to perform feature extraction.

We divide a line into a sequence of overlapping
frames. Each frame is a narrow vertical strip with a
width that is a small fraction (typically about 1/15) of
the height of the line, and the height is normalized to
minimize the dependence on font size. The overlap
from one frame to the next is a system parameter;
currently, the overlap is equal to two-thirds of the frame
width (see Fig. 2). Fig. 2 also shows that each frame is
divided into 20 equal overlapping cells (again, the cell
overlap is a system parameter). The features we
compute are simple and language-independent:

• intensity (percentage of black pixels within each
cell) as a function of vertical position;

• vertical derivative of intensity (across vertical
cells);

• horizontal derivative of intensity (across
overlapping frames);

• local slope and correlation across a window of 2
cells square.
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frames may get mapped to each of the states and other
states may not be used at all. In our current system, we
are using 14 states for all character HMMs. This
structure was chosen subjectively to represent the
characters with the greatest number of horizontal
transitions. While it would be possible to model
differentcharacters with different numbers of states, we
find it easier to use the same number of states for all
characters.

YJr u o~ oH!J iJr.:>J Jrl$ a

yJi- ~ ')L...;J ~ b

Fig. 4: Arabic words, written (a) with the characters
isolated and (b) as they normally appear in print.

Context-Dependent Character Models
One of the major advances in speech recognition has

been the use of context-dependent phonetic models to
account for coarticulation between adjacent phonemes.
That is, the parameters (probability distributions and
transition probabilities) for each state in each phoneme
depend to some extent on the identity of the preceding
and following phonemes. In speech recognition, this
reduces the error rates by a factor of two [15]. We have
found that the same techniques apply equally well to
on-line cursive handwriting recognition [14], because
the strokes of one letter are affected by the adjacent
letters. In OCR, context-dependent models are
especially appropriate for languages with cursive script
(such as Arabic); for dealing with overlapping printed
letters; and for modeling ligatures. Fig. 4 shows
examples of a few Arabic words, each written with the
characters isolated and as the word appears in normal
print. Note that not all characters are connected inside a
word and that the shape of a character depends on the
neighboring characters. Even though a character can
have different shapes, it is important to note that, in our
system, we need not provide this information explicitly
in the system. The context dependence of the characters
is modeled implicitly by including a separate model cf
each character in the context ofall possible left and right
characters. Furthermore, the transcription of text in the
training data does not include any information about the
shape of each character; only the identity of the basic
character is given. It is one of the advantages of our
system that such detailed information is not necessary
for good performance.

Probability Structure

Each state in our HMMs has an associated probability
density on the feature vector. We employ what is
known in the speech recognition literature as a tied­
mixture Gaussian structure [16]. For computational
reasons, we divide our 80-dimensional feature vector
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into 8 separate subvectors of 10 features each, which we
model as conditionally independent - thus our
probability densities can be expressed as a product of 8

probabilities, one for each subvector. The probability
density corresponding to each subvector is modeled
using a mixture of a shared pool of 64 Gaussian
densities. The parameters for these densities are
estimated using a clustering process [17] that is run on
a subset of the training data. Thus, each state has, for
each of the 8 subvectors, 64 "mixture weights" (one for
each Gaussian) that represent the probability density for
that subvector.

3.3 Training and Recognition
The training algorithm remains unchanged from that
used in our Byblos speech recognition system. We do
not require the scanned data to be hand segmented nor
aligned, neither at the character level nor at the word
level, but only at the line level. We only use the
ground truth transcriptions, which specify the sequence
of charactersto be found on each line. The probability
densities corresponding to the states in the various
HMMs are all initialized to be uniform densities. We
then use the forward-backward training algorithm to
derive estimates of the model parameters [1]. The
resulting models maximize the likelihood of the
training data. However, often there is insufficient
training data to estimate robust probability
distributions for all of the context-dependent models.
Therefore, we cluster the distributions of similar states
with insufficient training together and then we retrain
the weights of these clustered states.

In addition to the character HMMs, we also compute
a lexicon and a language model. These are usually
obtained using a large text corpus. The lexicon
contains the letters used to spell each word. The
language model is usually a bigram or trigram model
that contains the probabilities of all pairs or triples of
words. Note that only the text is needed for language
modeling; it is not necessary to have the corresponding
scanned image. In this way, much larger amounts of
text can be used to develop more powerful language
models, without having to get more scanned training
data.

The recognition algorithm is also identical to that
used in our speech recognition system. Given the
output of the analysis of a line of text, the recognition
process consists mainly in a search for the most likely
sequence of characters given the sequence of input
features, the lexicon, and the language model. Since the
Viterbi algorithm would be quite expensive when the
state space includes a very large vocabulary and a
bigram or trigram language model, we use a multi-pass
search algorithm [18].



4 Experiments with Arabic Corpus

4. 1 The Corpus
To demonstrate the effectiveness of our approach, we
chose to work first on the DARPA Arabic OCR
Corpus, collected at SAle. The corpus consists ri
scanned Arabic text from a variety of sources of varying
quality, including books, magazines, newspapers, and
four Apple computer fonts (Geeza, Baghdad, Kufi, and
Nadim). Samples of some of the pages in the corpus
are shown in Fig. 5. Arabic script provides a rich
source ofchallenges for OCR [12]:

• Connected Letters: Of 31 possible basic isolated
letters, 24 can connect to others from the right
and the left; six connect only to the right; am
one letter does not connect to other letters at all.
Since not all letters connect, word boundary
location becomes an interesting challenge.

• Context Dependence: The shapes of letters
change - often radically - depending on the
connectedness of neighboring letters; also,
certain character combinations form new ligature
shapes which are often font-dependent.

• Dots: A significant number of letters are
differentiated only by the number and position of
dots in the letter.

• Diacritics: These are optional marks that are
placed above or below characters and they mostly
represent short vowels and consonant doubling.

j.::1.UI~I
.a ,., ,b, f! W I.. ..

Fig. 5: Samples from the DARPA Arabic OCR
Corpus.

In this effort, we show that our approach deals very
effectively and automatically with the connectedness of
letters and the context-dependence of their shapes. The
system is not given the rules for how shapes change as
a function of the adjacent letters nor for how two or
three letters might combine to form ligatures. Rather it
learns these shapes implicitly by modeling each
character in a context-dependent way. (Dealing with
diacritics explicitly was beyond the scope of this study.)

104

The DARPA Arabic Corpus consists of 345 pages
of text (-670k characters), scanned and stored at 600
dots per inch. Associated with each image is the text
transcription, indicating the sequence of characters on
each line. But the location of the lines and the location
of the characters within each line are not provided. The
corpus transcription contains 80 unique characters,
including punctuation and special symbols. Note,
however, that the shapes of these characters can vary a
great deal, depending on their context. The various
shapes, including ligatures and context-dependent forms,
were not identified in the ground truth transcriptions.

4.2 Experimental Conditions

For our experiments thus far, we removed all pages
with untranscribed characters (mostly non-Arabic
characters), horizontal straight lines, footnotes, am
those for which the simple line finding algorithm we
had implemented did not provide the correct number of
lines. This left us with 313 pages (-600k characters) of
which 68 pages were from the four computer fonts and
the remaining pages were from books, magazines, am
newspapers, with a large number of unidentified fonts.

We ran experiments under two conditions: (a)
omnifont, and (b) unifont. In the omnifont experiment,
two-thirds of the 313 pages were chosen randomly as
the training set; the remaining one-third of the pages
were used as the test set. In the unifont experiment, the
system was trained on each of the four computer fonts
separately and tested on (different data) from the same
font. No other training data was used to train the
system. All experiments used a 30,OOO-word lexicon
generated from all 345 pages of the corpus.

Because the amount of training text data in this
corpus was not sufficient to estimate word bigram
probabilities for most of the two-word sequences, we
decided to estimate what amounted to a unigram
language model for the words, and a bigram model
between the words and neighboring space and
punctuation characters.

4.3 Evaluation Procedure

We measured the character recognition error rate
following speech recognition conventions (i.e., we
00ded the number of substitutions, deletions, am
insertions, and divided by the total number of characters
in the transcriptions provided). Each recognized line
was aligned with ground truth (using dynamic
programming) so as to minimize the error rate just
defined. In our initial experiments, we found that about
one-third of the errors were due to inserted or missing
space characters. After examination of the data, it
became clear that the placement of spaces in the printed
Arabic texts was often arbitrary (some inter-word spaces
were often smaller than intra-word spaces) and the sizes



of what was called a space in ground truth varied a great
deal. Therefore, we decided to recompute our error rates
such that a space error was counted only when it really
mattered, namely, when the space error caused a word to
be wrong.

4.4 Experimental Results

Table 1 shows the results of the omnifont
recognition experiment, broken down according to the
source of the data (the error rates for the individual
computer fonts are broken down in Table 2 under the
omnifont column). The average character error rate for
all sources is 2.8%. The error rate was highest for
books, where the data had very high variability (almost
every page came from a different font) and was generally
of lower print quality than the other sources.

Table 1. Omnifont percent character error rates for the
DARPA OCR Arabic Corpus.

omnifont

Books 6.1

Newsoaoers 2.1

Mazazines 2.5

Computer Fonts 2.2

Averae:e 2.8

Table 2. Percent character error rates for four computer
fonts under unifont and omnifont training conditions.

unifont omnifont

Geeza 0.6 1.2

- 0.6 1.7

Kufi 0.3 5.4

Nadim 0.4 1.2

Averaze 0.4 2.2

Table 2 shows unifont and omnifont test results for
the four computer fonts. The first column, with the
unifont results, shows an average character error rate of
0.4%. The second column shows the omnifont error
rates for the same computer font data (these are the
results whose average is shown in Table 1). As
expected, the error rate increases from the unifont to the
omnifont condition for each of the four fonts.
However, the increase in error rate is most pronounced
for the Kufi font. Even though there are only about 10
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pages of data for this font, it was easier to recognize
that font in the unifont mode (when compared to the
other three fonts) due to its greater degree of regularity
(see the top line of Fig. 5). However, the error rate
jumped significantly in the omnifont experiment, most
likely because this stylized font is so radically different
from all the other fonts.

In the tables above, more than 70% of the character
errors were errors in the alphabetic characters; the others
were due to punctuation, numerals, special symbols,
and diacritics. Of the alphabetic errors, there are certain
classes of errors that were expected and were easy to
discern. For example, Fig. 6 shows three classes of
characters that resulted in a significant number of
confusions. In Figs. 6a and 6b, the characters are
differentiated from each other chiefly by the number and
location of dots in the character, while in Fig. 6c the
confusion is the presence or absence of a diacritic.

(b) 4.$ ~

(c) j I

Fig. 6: Three classes of characters that resulted in a
significant number of confusions.

The conditions of this experiment were unrealistic in
one respect: the recognition system employed a closed­
vocabulary lexicon (i.e., all the words in the test were
in the lexicon). In the future, we plan to remove this
constraint, which should increase the error rate

somewhat.

5 Experiments with English Corpus

To demonstrate the language independence of our
methodology, we used the UW English Document
Image Database I [19]. This corpus contains 958 pages
scanned from technical articles at 300 dpi. Each page is
divided into relatively homogeneous zones, each of
which is classified into one of 14 categories (e.g., text,
table, text-with-special-symbols, math), and a ground
truth transcription is provided. Of a total of 13,238
zones, 10,654 are text zones. Text zones were also
classified into one of three styles: plain, italic, or bold.
The label was assigned depending on the dominant style
in the zone; for example, a plain zone could contain
some italic words in it. For these experiments, we used
only data from the text zones. The size of the character
set is 90.

In order to deal with this data, we made only two
changes to our Arabic system: we took account of the
fact that English is written left-to-right instead of right-



to-left and we parameterized the system to take other
sampling rates (in this case 300 dpi instead of 600 dpi).
Just like in the Arabic system, we used 14-state HMMs
to model characters. However, instead of using context­
dependent models, we used context-independent models
since, in general, the shapes of characters in English cb
not depend on their neighbors.

In our first experiments, we trained our system on
about 50k characters taken from plain text and tested on
16kcharacters from plain text taken from 400 different
zones and from pages different from training. The
results are shown in the first column of Table 3. With
a closed-vocabulary lexicon of about 30k words taken
from all the words in the corpus, the average character
error rate was 1.2%. Clearly, this is an optimistic
result since all the words in the test were known.
Therefore, in a second experiment, we did not use a
lexicon at all, but used a trigram language model on the
sequence of characters. The result in this case was a
character error rate of 3.2%. But this is an unduly
pessimistic result since it should be possible to use a
general lexicon to improve performance. Therefore, we
implemented a system in which a general lexicon of
30k words was used to help correct errors in the
recognition (the lexicon was obtained from all the
training data but did not include the test data). The
resulting character error rate for the hybrid system was
1.4%. We found it interesting that a relatively modest
30k-word lexicon could have this dramatic effect on
recognition accuracy.

A cursory examination of the errors showed that
about two-thirds of the errors were words in italics
(recall that text labeled as plain can contain italic
words). Note that we had only a single context­
independent model for every character, and that single
model had the task of modeling all fonts in the training
data. Since there were very few italic words in the
training, it is not surprising that a single model for all
fonts had problems with italics.

Table 3. Character error rates for the University cf
Washington English Document Database I.

TRAINING DATA

Plain PlainlItalic

30kLexicon 1.2 0.8

No Lexicon 3.2 2.1

Hybrid System 1.4 1.1
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To alleviate the problem of little italic training data,
we performed a second set of experiments in which we
included another 50k italic characters in the training
data. With the 30k closed lexicon, the models obtained
by training on the mixed plain/italic data reduced the
error rate from 1.2% to 0.8% - a significant reduction
in character error rate. With no lexicon, there was a
similar reduction in error rate from 3.2% to 2.1%. By
using the hybrid system of character recognition
combined with a general lexicon, the character error rate
diminished from 1.4% to 1.1%. This experiment
points to the importance of having enough training data
from the different styles that are expected to be
encountered in the test.

It is important to emphasize that, even when we
included italic text in our training data, we still
maintained only a single context-independent model for
each character. The fact that such a simple model could
do well for italic as well as plain data was quite
surprising.

6 Conclusions

In this paper, we demonstrated how speech recognition
technology, based on hidden Markov models, can be
used effectively for OCR. As an initial study, using a
system that was designed for speech recognition, we are
very encouraged by the OCR results we obtained for
Arabic - a particularly difficult cursive script. It is very
gratifying to see that the context-dependent HMMs were
able to model the different shapes of the Arabic
characters without telling the system the identity of
those shapes in the ground truth data.

Since the system and features we chose are not
specific to any language, we see no reason why they
should not work for other languages as well. To
demonstrate the language independence of our system,
we performed preliminary experiments on English OCR
and obtained very encouraging results. We consider the
portability of our system to various scripts arxl
languages within a relatively short period of time to be
one of its major advantages.

Model-based approaches, such as HMM, tend to be
computationally more compute intensive than rule­
based systems but, in general, can lead to superior
recognition performance. In addition, there are search
strategies that can speed up the recognition process
significantly [18].

Much work remains to optimize system performance
and to render it more robust to various types of
degradation. However, having demonstrated the
soundness of the general methodology, we expect that
future advances in OCR will mirror the large advances
that occurred in speech recognition but, we hope, over a
shorter period of time.
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Abstract
This paper presents a Non-Linear approach to per­

forming OCR. A Blackboard Architecture is used to
construct a system which allows the processing to
backtrack paths of deduction that show little promise,
and which can utilize disparate, heterogeneous Ex­
perts in unison. Judgement of the promise of a path
of deduction is made possible through Belief Val­
ues, which are computed for each generated hypoth­
esis and are continuously updated during processing.
Tests have shown this implementation to achieve im­
proved recognition accuracy over a comparible linear
OCR implementation.

1 Introduction

One of the problems faced during the linear
processing! of any problem is that of a mistake made
early in the process, that severely affects the final
outcome. Another is processing, performed toward
the end of the process, cannot influence process­
ing which took place earlier. Linear OCR (Optical
Character Recognition) systems suffer, to some de­
gree, from both of these problems. For example,
if a line of text is not properly segmented, there
is little or no chance that the individual symbols
will be properly identified, and further, the process
attempting to identify the symbols has no way to
communicate it's difficulties so that the segmenta­
tion may be reattempted.

In an attempt to overcome these limitations, we
have devised a Blackboard based OCR system,
which uses Belief Values to rank both the hypothe­
ses produced at the different OCR stages, as well as
the Experts used to create those hypotheses. Use
of a Blackboard Architecture allowed us to create
a flexible, data driven design in which OCR data
and the processes (segmentation, classification, etc.)

1 Here linear processing is defined as a process which flows
rigidly from one step to the next, without any means to de­
viate from the original ordering, or the ability to adapt to
current conditions.
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that operate on the data, are treated as individ­
ual and distinct entities. This allows the processes,
called Experts, to be applied in any order, and to
any current data on which they can operate. It also
allows for the Experts to be heterogeneous in nature,
i.e., there can be multiple page segmenters, line seg­
menters, classifiers, etc., each distinctly different in
their inner workings, but interchangeable with each
other, given that they produce the same type of out­
put. In addition, the Blackboard Architecture made
it possible to make the output from the different Ex­
perts available, at all times, to all other Experts and
it allows new experts to be added to the system with
relative ease.

. Ranking the hypotheses from an Expert (i.e. the
Expert's output), gave us the ability to judge the
correctness of each hypothesis in relation to an over­
all level of acceptance and to other hypotheses of
the same type (even if they were created by differ­
ent Experts). This allowed us to determine which
hypotheses were deserving of further processing and
which ones should be abandoned (though perhaps
only temporarily) in an attempt to create a better
hypothesis. The process of abandoning a hypothesis
with a low Belief Value in an attempt to create one
with a higher Belief is referred to as 'Backtracking',
and is the non-linear element of this system which
helps to overcome the problems seen in linear sys­
tems cited earlier.

The results from this system thus far have shown
it to be able to recognize text better than the linear
system from which it was derived. We believe it is
the ability to judge the correctness of a hypothesis,
together with the ability to backtrack paths of low
Belief, which give this increase in recognition.

We begin this paper with a brief overview of what
comprises a Blackboard system and of the architec­
ture of our system. Building on this foundation, we
next discuss the concept of backtacking and the use
of Belief Values within our system. We then con­
clude with a presentation of our test results and with



a few words about our future work directions.

2 Background: Blackboards

Perhaps the best way to begin an explanation of a
Blackboard, is with a real world analogy.

2.1 A Room Full of Scientists
Imagine, if you will, a classroom full of Scientists.
Each one is sitting at desk and each is an expert in
a particular field of study. At the front of the room
is a large, blank Blackboard. We want to get this
group of people to work together to solve a general
problem. So one person, which we will call the Con­
troller, goes to the front of the room and writes the
problem to be solved on the Blackboard, along with
any initially known data. At this point, with any
luck, one or more of the Scientist will realize that
using their particular expertise, they can perform an
operation on the initial data which will help to solve
the problem. These enlightened Scientist then raise
their hands to indicate they have something to con­
tribute. The Controller will choose the Scientist (or
Scientists) they believe can contribute the best an­
swers and call upon them one at a time (or in paral­
lel, if the Controller has extra pieces of chalk). When
a Scientist is called upon, they go to the Blackboard
and write down the new data they are able to de­
duce and then sit back down. This new information,
together with information from others and the origi­
nal data, will hopefully cause other Scientists to get
new ideas and to raise their hands. This cycle of
Scientists processing current data and the Controller
calling on them to add new data to the Blackboard
continues until an answer is produced.

2.2 General Blackboard
Architecture

So, in essence a Blackboard is a data driven hierar­
chical data base. But, as we can see from the anal­
ogy, it is different from a normal data base in that
a Blackboard is a data base with an active purpose,
that being a problem to solve. A general Black­
board system can be separated into three compo­
nents: Data, the Experts, and the Controller.

The Data is of course the information used to solve
a problem, and is composed of both the original data
and all data deduced during the problem solving pro­
cess. This data is generally organized into black­
boards. These are the units within a Blackboard
system, which encapsulate and organize data that
share some kind of relationship making it easier to
access.

The Experts are a group of specialized functions
or programs which perform operations on the data
(in the classroom example these would be the Sci­
entists) . These Expert can be any kind of process-
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ing. They can be complete COTS systems, or pieces
of a COTS system which have been pulled out and
encapsulated so they can be called as stand alone
processes. Experts can also be functions specially
written for the Blackboard itself. The principles
that the different Experts operate on can be simi­
lar or they can be completely different. Even the
languages used to implement the Experts can vary.
In other words, the Experts can be completely het­
erogeneous, which is one of the main strengths of
the Blackboard Architecture, its ability to bring to­
gether disparate types of processing in order to solve
a common problem.

The Controller is made up of code which takes
care of choosing which Experts are to be called upon
and of scheduling and executing those Experts. In
our case it makes these decisions based on the in­
put requirements of the Experts, what data is avail­
able and the reliability of the different Experts. The
problem solving process is therefore driven by the
Controller based purely upon the data available and
the resources of the Experts.

3 System Architecture Overview

The OCR system presented in this paper has the
same general architecture described in Section 2.
This section gives a brief overview of each of the
three main components of our Blackboard system.

3.1 Data
The Data component of our Blackboard is separated
into six classes:

• Subject Data (images, paragraphs, characters,
etc.)

• Belief Data

• Expert Call Records

• Expert Characteristics Data

• Correlation Data

• Goal Data

The data is organized by encapsulating each of the
six classes in its own blackboard or set of blackboards.
The data is then linked together across these black­
boards to make it convenient to access and to reflect
certain desired relationships, such as parent/child
relationships within the Subject Data.

3.1.1 Subject Data
The Subject Data is composed of six different

types of objects: images, pages, paragraphs, lines,
characters and codepoints. Each of these types is
encapsulated in its own blackboard. This allows op­
erations to be performed over entire object types,
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Figure 1: Structure of links between Data Objects.

e.g. when a new character is created a search can be
performed over the entire character blackboard to see
if the new character matches an existing character
instantiated by another expert. Information such as
this will play a vital role in determining the over­
all Belief Value of any given Subject Data Object.
Additionally, each blackboard is indexed to allow ef­
ficient searches to be performed. For objects other
than codepoints, this indexing is accomplished by
using the coordinates of the polygon which bounds
each object. This gives the indexing a spatial quality
that can be used to determine whether the bounding
polygons of different objects overlap, which again,
will playa role in determining final Belief Values.
Codepoint objects are indexed simply by the value
of the codepoint which they store.

3.1.2 Belief Data

Each object which exists in one of the six Sub­
ject Data blackboards will have a single and unique
Belief Data Object created and maintained for it.
These objects encapsulate all pertinent information
about the Belief Value of the Subject Data Object
for which they were created. A link is established be­
tween these Belief Objects and their Subject Data
Objects, see Figure 1. (Note that this link spans
from the Belief Data blackboard to a Subject Data
blackboard. It will be true that any links discussed
in this paper will always span from one blackboard to
another.) This link provides the ability to find any
Subject Data Object given its Belief Object and vice
versa.
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The Belief Object is updated continuously during
processing to reflect any changes in the Belief Value
of the Subject Data Object to which it is linked.
The Belief Value is initially determined in various
different ways depending on the type of Subject Data
Object.

3.1.3 Expert Call Records
Records of which Experts were called, along with

which Subject Data Objects were used as inputs and
which were produced as outputs, are maintained in
Expert Call Records. Each Call Record will contain
links to the Belief Objects associated with the dif­
ferent input and output elements of an Expert. It
was decided to store the Belief Objects instead of
the Subject Data itself because all decisions made
by the Controller Code to determine which Experts
to call, what input data to pass them and which
outputs are acceptable, are based on Belief Values.
And furthermore, since a Subject Data Object and
its Belief Object are linked, any needed information
stored in the Subject Data Object can be accessed
through its Belief Object.

The Expert Call Records are also used to imply a
parent/child relationship between Subject Data Ob­
jects. For example, referring again to Figure 1, say
the parent of Character 4 is needed. It can be de­
termined by following the link from Character 4 to
its Belief Object and from there to the Expert Call
Record which lists Character 4 as an output value,
in this case Call Record 5. Once at Call Record 5,
the links to the Belief Objects of the input data will
provide the objects from which Character 4 was cre­
ated. In this case Line 1 is the parent of Character
4. IT further ancestry is needed, all that is required
is to repeat this process starting with Line 1. In
this way a Subject Data Object's ancestry can be
traced as far back as needed. This ability is essen­
tial when backtracking a Subject Data Object with
a low Belief Value.

Another property of the relationship between Call
Records and Belief Objects worth noting is that a
Belief Object will appear in one and only one Call
Record as output data. However, a Belief Object
can appear in any number of Call Records as input
data.

3.1.4 Expert Characteristics Data
Expert Characteristics Data Objects describe the

different properties, requirements and resources of
individual Experts in the Blackboard system. An
Expert Characteristics Object will contain all the
information needed to be able to utilize an Expert.
Included in this information is the exact input re­
quirements of the Expert and its output types. Also
stored in Expert Characteristics is an a priori Belief

111

Value, that indicates the amount of faith the Black­
board system has that an Expert will return correct
answers. This information is stored so that it is pos­
sible to search across all the Experts that take a
specific type of input data, or return a specific type
of output data to decide the best one to call.

3.1.5 Correlation Data
Correlation Data Objects are used to indicate sig­

nificant relationships between two or more Subject
Data Objects. Like Subject Data Objects, each Cor­
relation Object is linked to its own Belief Object
which reflects the Belief Value associated with the
correlation. The Correlation Object itself encapsu­
lates two pieces of data: a list of correlated objects
and the type of correlation. The list of correlated
objects is a series of two or more links to Belief Ob­
jects. At the time of this paper, the only type of cor­
relation that is being represented is that of identical
Subject Data Objects being created by different Ex­
perts, however the Correlation Objects are intended
to be capable of representing other types of relation­
ships if needed.

3.1.6 Goal Data
Goal Data Objects represent the intermediate and

final goals of the Blackboard system. These sim­
ple objects each store the data type of a goal and
whether or not it is an intermediate or final goal.
This gives us the ability to take different actions,
if needed, when particular types of data are pro­
duced. For example, our system has a Goal Object
that identifies codepoints to be the final goal of the
processing. Therefore, when a codepoints object is
produced with an acceptable Belief Value, the sys­
tem knows that it is a final goal and that a search
for an Expert that operates on it need not be per­
formed.

3.2 Controller Code
The Controller Code coordinates all of the process­
ing within the Blackboard. It is responsible for de­
termining which Experts are valid processing options
based on the current data, choosing which Expert is
the "best" at any given step, gathering the input
for that Expert, scheduling the Expert to be exe­
cuted and for creating a Call Record to record the
Expert's execution. It is also responsible for deter­
mining when backtracking is necessary and how far
the backtracking should go. Figure 2 shows the gen­
eral flow of control in the Controller Code.

3.3 Expert Code
The Expert code is responsible for actually perform­
ing the processing on the Subject Data to produce
a final answer. Each Expert is defined through an
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Figure 2: Flow of Control within Controller Code.

Expert Characteristics Data Object, which specifies
what kind of data needs to exist before the Expert
can be called and what kind of data the Expert will
produce, along with other information about the Ex­
pert, such as its a priori Belief Value.

There are only four requirements that a process
must meet in order to be added to the Blackboard.

• The input data the Expert needs must be avail­
able or must be creatable by another Expert in
the Blackboard.

• The input Subject Data, as it is stored on the
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Blackboard, must be convertible into the input
data structures needed by the Expert.

• The output from the Expert must convertible
back into a form that can be stored in the Black­
board.

• The Expert must return some kind of mea­
surement (or some data that can be measured)
which can be used to determine a Belief Value
for the Expert's output.
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4 Backtracking and Belief Values

Of the three main concepts that make our approach
successful, we have already mentioned one, the abil­
ity to use disparate Experts. Now we will discuss
the other two, Backtracking and the use of Belief
Values.

4.1 Why Take Two Steps Forward
and One Step Back?

Backtracking's importance lies in the fact that it al­
lows one to overcome the problem of making mis­
takes early on in processing. In a linear system,
mistakes made early on cannot be recovered, not so
in this Blackboard system. When the Blackboard
determines that a path of deduction is producing re-
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sults that are below a general acceptance level, it can
halt that path and attempt to find another, better
path of deduction, .using a different set of Experts.
The determination of whether or not a path of de­
duction is acceptable is accomplished by analyzing
the Belief Values of the various hypotheses produced
along that path. The methods used to form these
Belief Values and to analyze them will be dealt with
later in this section.

First, let's look briefly at what happens when a
backtrack occurs. Referring to Figure 3, Line 1 is
given to Expert 1 for segmentation. This produces
Characters 1 and 2. Each Character is given to Ex­
pert 2 for classification. In the case of Character 1
the Codepoint produced was acceptable, so process­
ing on that path stops. Codepoint 2, on the other



hand is deemed unacceptable. This will initiate a
backtrack to Character 2, which is then given to
Expert 3 for reclassification. The new Codepoint,
2a, is again deemed unacceptable so again we back­
track to Character 2. At this point, however, there
are no other classifiers to try, so the algorithm steps
back one more level, to Line 1 where the processing
continues forward again. Line 1 is sent to Expert 5,
another line segmenter, which produces Characters
3 and 4. These Characters are passed to Expert 2,
which this time returns acceptable Codepoints for
both Characters, ending the processing.

If either (or both) of the Characters produced by
Expert 5 had not been acceptable and there were no
other line segmenters, the backtracking algorithm
would have stepped back to the level above Line 1.
This process of stepping back one level stops when
the original image is encountered. On the other
hand, if there had been no other segmenters of any
kind left to try, the codepoint with the highest Be­
lief Value is chosen from those produced so far and
processing continues. Also, the Call Records pro­
duced by each backtrack are used to assure that no
backtrack is ever duplicated during processing.

The last thing to note in Figure 3 is the Correla­
tion boxes. Since the backtracking caused Line 1 to
be resegmented, Character 1 was recreated by Ex­
pert 5 as Character 3, and therefore Codepoint 3 is
a recreation of Codepoint 1. The Correlation Ob­
jects indicate this duplication and help to reinforce
the Belief Values of the Objects by combining their
Belief Values. This reinforcement is the method
through which the output from multiple Experts is
combined. For instance, if Codepoint 2a, which by
itself was deemed unacceptable, were a recreation of
another Codepoint, then the combination of the Be­
lief Value of Codepoint 2a and the other Codepoint
may result in a combined Belief Value high enough
to be deemed acceptable. This makes it possible for
a correct hypothesis to be identified, even if it were
never given a completely acceptable Belief Value by
a single Expert.

4.2 Belief Values
The ability to backtrack is fine and good, but it
would not be possible if there was no way to judge
the 'goodness' of one hypothesis against another, or
to reinforce the Belief Values of identical Subject
Data Objects. The ability to perform these opera­
tions is made possible by associating a Belief Value
with each hypothesis. The term 'Belief Value' is
taken from Dempster-Shafer Belief Network theory.
In the strictest sense it is not a true probability, even
though it has a domain of 0 to 1, but as in Belief
Networks, it serves to give a 'feel' for how good a
hypothesis is as compared to other hypotheses.
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Initially the Belief Value of a hypothesis is deter­
mined in a variety of ways. For a codepoint it is
determined by a mapping of measurements returned
by the various Classifiers into a Belief Space. In the
case of character segments, it may be the amount of
overlap of the bounding polygon of a particular seg­
ment with the bounding polygons of its neighbors.
However, the exact method used to create the ini­
tial Belief Value is not as important as the fact that
it must be meaningful across all hypotheses of the
same type. Still, these methods, although interest­
ing, are not a main focus of this paper. What is of
interest to us here is the methods that were used to
determine whether or not these Belief Values indi­
cate acceptable or unacceptable hypotheses. To date
two approaches have been applied: Serial Probabil­
ity Ratio Tests (SPRTs) and Dempster-Shafer Belief
Networks. We will not attempt a detailed explana­
tion of either of these methods here, the interested
reader should see [1] and [2] for more details. We will
give a brief overview of each method and then dis­
cuss some of the strengths and weaknesses observed
in each.

4.2.1 Serial Probability Ratio Test
(SPRT)

The SPRT method operates on three key values:
the Maximum False Alarm Rate (MFAR), the Max­
imum Miss Rate (MMR) and the Certainty of a hy­
pothesis. The MFAR and MMR are a priori val­
ues defined for each Expert used by the Blackboard.
The MFAR describes the percentage of times an Ex­
pert will call a hypothesis correct with a high cer­
tainty when it is incorrect. The MMR describes the
percentage of times an Expert will simply return a
wrong hypothesis. The Certainty for each hypothe­
sis is essentially its initial Belief Value.

Using the MFAR and MMR, an Acceptance
Threshold and a Rejection Threshold are calculated
for each Expert. The Certainty is then used to calcu­
late a Certainty Ratio for each hypothesis produced.
The comparison of this Certainty Ratio to the Ac­
ceptance and Rejection Thresholds then determines
whether or not the hypothesis is deemed accepted,
rejected or undecided. From the standpoint of the
Blackboard, rejected and undecided hypotheses are
treated the same, they are backtracked.

On a hypothesis by hypothesis basis, this ap­
proach worked very well. As a matter of fact, as
will be seen in the Section 5, this approach still
gives slightly better recognition than the Dempster­
Shafer Belief Network. However, the initial imple­
mentation of the SPRT had trouble combining Belief
Values from correlated (identical) Subject Data Ob­
jects. The combination was accomplished by sum­
ming the Acceptance and Rejection Thresholds, and



Certainty Ratio from each Expert-Hypothesis pair
in the correlation. If the resulting summed Cer­
tainty Ratio was beyond the summed Acceptance
Threshold, the hypothesis was deemed acceptable.
However, the result of the summing tended to keep
the Certainty Ratio from converging on either the
Acceptance or Rejection Thresholds, leaving the hy­
pothesis in an undecided state most of the time.

4.2.2 Dempster-Shafer Belief
Network

In an attempt to find a way of better combining
the Belief Values of correlated Subject Data Objects,
we turned to Dempster-Shafer Belief Networks. In
a Belief Network there is no concept of calculated
Acceptance or Rejection Thresholds, as there was in
the SPRT. There is simply a general level of accep­
tance that is applied to all the hypotheses created.
If the final Belief Value of a hypothesis is equal to
or above this acceptance level it is deemed accept­
able. It's the calculation of the final Belief Value of
a hypothesis within the Belief Network, that is of
primary interest here.

In a Belief Network, the final Belief Value of a hy­
pothesis at any given node is dependent ultimately
on the Belief Values of all the hypotheses directly
in the path between that node and the root of the
Network (which in our case is the original image),
as well as any hypotheses which correlate to those
hypotheses. For example, say Character A has a fi­
nal Belief Value of A. When this character is passed
to a classifier, the classifier will return a codepoint,
say Codepoint B, with an initial Belief Value of B
(this initial Belief Value is still calculated using the
mapping to a Belief Space mentioned in Section 4.2).
The final Belief value for Codepoint B will be a com­
bination of A, the final Belief Value of Character A,
and B, Codepoint B's own initial BeliefValue. Thus,
the final Belief Value of each hypothesis in the Net­
work reflects the quality of all the hypotheses from
which it was created.

This ability to combine the Belief Values of dif­
ferent hypotheses makes the reenforcement of a hy­
pothesis due to correlation very intuitive. The final
Belief Values of correlated hypotheses are found by
combining the final Belief Values of each individual
hypothesis. In other words, if Character A, from
above, was to be correlated to a Character C (with
a final Belief Value of C), then the new final Belief
Values of both hypotheses would be the combina­
tion of A and C. Further more, this change in the
final Belief Value of Character A would propagate to
Codepoint B, thereby raising (or lowering) its final
Belief Value. These changes would also propagate
to any objects derived from Character C as well.

The test results from our implementation of the
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Belief Network produced final recognition results
slightly below the SPRT. Currently this is thought
to be because the mapping of the output of our clas­
sifier into a Belief Space is lacking. It is hoped that
when we have developed a generic method of map­
ping the output of classifiers, recognition results will
improve, both because the mapping will be more
accurate and because we will then be able to add
additional classifiers to the Blackboard and combine
their output.

5 Test Results

For these results, all of the segmenters and classi­
fiers used as Experts in the Blackboard came from
an existing linear OCR system. They were first
separated into individual units, so they could act
as stand alone procedures. Then different behav­
ioral constants within each were detunned, this al­
lowed us to treat multiple instances of the same seg­
menter or classifier, with different behavioral con­
stants, as if they were different processes. It should
be noted that the behavioral constants in one set of
segmenters and one classifier, were given the same
values as those in the linear OCR system.

5.1 Recognition Accuracy
Table 1 shows the recognition results from our origi­
nal linear OCR, the SPRT driven Blackboard and
the Belief Network driven Blackboard, over nine
sample documents of different sizes.

Table 1: Recognition results from the original lin­
ear OCR versus an SPRT driven Blackboard and a
Belief Network driven Blackboard.

Correct Correct Correct
Matches Matches Matches

Glyphs from from from
Image in Truth Linear SPRT Belief

Model OCR Black- Network
board Black-

board

Image 1 264 207 212 209
Image 2 271 198 203 213
Image 3 275 211 215 215
Image 4 256 187 197 195
Image 5 1016 776 785 787
Image 6 1299 881 899 900
Image 7 754 600 591 573
Image 8 779 640 640 633
Image 9 588 434 449 446

As Table 1 shows, both the SPRT and the Belief



Network driven Blackboards attained better recog­
nition in almost every case, the exceptions being
Image 7 and Image 8. The linear OCR's average
recognition over all nine images was 75.6%, where the
SPRT driven and the Belief Network driven Black­
boards averaged 76.9% and 76.7%, respectively. Al­
though this increase in recognition is very small, it
should be stressed that these results were obtained
using the same segmentation and classification algo­
rithms in the Blackboards as were used in the lin­
ear OCR system. We expect further increases in
recognition when segmenters and classifiers from dis­
parate OCRs are added to the Blackboard system.

5.2 Processing Time
The improvement seen above in recognition accu­
racy came as a result of a trade-off in processing
time. Table 2 shows the processing time required by
the linear OCR compared to the Blackboard over
the same nine images used in the previous section.
(Note: Only processing times for the SPRT Black­
board are presented in this section because any run
times collected for the Belief Network Blackboard
would be skewed due to the current lack of a good
mapping from classifier measurements to a Belief
Space.)

Table 2: Processing time of the original linear OCR
versus the SPRT driven Blackboard.

Linear OCR SPRT
Image Processing Blackboard

Time Processing
Time

Image 1 146 742
Image 2 139 599
Image 3 155 686
Image 4 145 704
Image 5 599 4965
Image 6 737 6309
Image 7 453 2799
Image 8 611 2987
Image 9 346 2724

Note: All processing times are in seconds.

Although the processing times required by the
Blackboard are significantly longer than the linear
OCR system, there are reasons to account for this.
Since one of the main ideas of the Blackboard is that
it can backtrack and attempt to reprocess paths of
deduction that have low Belief Values, this means
that the Blackboard could end up performing sev­
eral times as many segmentations and classifies as a
linear OCR system. This reason alone pretty much
guarantees that the Blackboard system will always
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be somewhat slower than a straight linear imple­
mentation. But beyond this, there is the overhead
required to move data from the Blackboard, to the
Experts and back onto the Blackboard. Processing
time is also lost while the Blackboard's Controller
Code makes decisions as to which Expert should be
called next in the processing.

The amount of time the Blackboard spends exe­
cuting Expert Code as opposed to doing overhead
processing can be seen in Table 3.

Table 3: Breakdown of the SPRT processing time:
Time spent in Expert versus Blackboard overhead
processing.

Total Time Spent Time Spent
Processing Executing Executing

Time Expert Code Overhead Code

742 346 396
599 272 327
686 269 417
704 287 417

4965 1650 3315
6309 1736 4573
2799 1080 1719
2987 1054 1933
2724 796 1928

Note: All processing times are in seconds.

As this shows, at least as much, and usually much
more, time is now being spent taking care of over­
head processing as is spent actually executing Ex­
perts. There is no question in our minds that this
overhead processing time can be reduced in mag­
nitude to be near the time spent executing Expert
Code. This would still leave the Blackboard slower
than a straight linear implementation, but it would
bring its execution time down to within more ac­
ceptable limits.

6 Future Direction
As this is an ongoing project, there are several ar­
eas from which future improvements are expected.
The most immediate is the development of a generic
method of mapping the output from different clas­
sifiers into a uniform Belief Space. This will give us
the ability to combine the output of different classi­
fiers during recognition.

In preparation some preliminary tests have been
done in adding classifiers other than those derived
from our original linear OCR system to the Black­
board. Although their output cannot currently be
combined with the output of the current classifiers,
examination of the recognition results shows that
these new classifiers were able to recognize char-



acters that the original classifiers did not. This is
encouraging evidence that, when the output of the
classifiers can be combined, overall recognition will
be increased.

There are, of course, also plans to add additional
segmenters to the Blackboard. However, these ad­
ditions would require a generic method of acquiring
Belief Values for each type of segment they produce,
which is an area we have yet to look into with great
detail.

Finally, another improvement which has shown
promise in initial testing is parallelization of the pro­
cessing. This will help to bring the overall processing
time of the Blackboard down. We have discovered
that if an image is first segmented into paragraphs,
and then those paragraphs are processed in parallel,
the overall processing time is measurably reduced.

7 Conclusions

The Blackboard Architecture, when coupled with
Belief Values provides an environment which allows
much greater flexibility and much greater intelli­
gence in processing. Thus providing measurably bet­
ter, and potentially, significantly better, recognition
accuracy with no changes to the underlying OCR al­
gorithms. This improved accuracy, however, comes
at the cost of longer processing times. We do believe
that the processing time can be kept within reason­
able limits, both through the reduction of redundant
processing and through improvements such as paral­
lelization, making this approach overall superior to
a straight linear architecture.
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Abstract
A software framework which incorporates many

independent image analysis products is described. This
framework allows for the rapid development ofscalable,
extensible, flexible completely automated document
image processing systems, and is currently being used
successfully by the Department ofDefense. The require­
ments of this framework are described in detail as well
as some ofthe design and implementation details. Some
properties of image analysis products which make them
easier to integrate into and use in this framework are
also presented.

1 Introduction

A complete document image analysis system requires
many independent image analysis technologies to be
used in conjunction. This is especially true of a system
that is expected to operate in a completely automated
fashion on documents of varying quality, orientation,
and content which may include handwriting, pictures,
drawings, many different typewritten language scripts,
etc.

It isn't expected that all this capability could be
integrated into a single image analysis product. Instead,
a framework is being developed that allows for many
independent products to be easily incorporated into a
single, extensible, scalable system. The requirements for
this framework are presented in section 2, and the
design is presented in section 3. Some of the implemen­
tation details are presented in section 4.

While developing this framework, it became appar­
ent that some image analysis products are better suited
than others for integration into such a system. This is
mainly due to the way the developers of each image
analysis product had envisioned its usage. Some guide­
lines have been formed for developing image analysis
products which should help researchers develop soft­
ware that can more readily be integrated into this system
or similar systems, and ease the transition from a
research model to an end product. These guidelines are
presented in section 5.

This framework is currently being used in a number
of systems, and has incorporated a fairly large number
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of image analysis products. The current status of the
framework and the future plans are presented in section
6.

2 System Requirements

The Department of Defense has requirements for several
automated document image processing systems. These
systems vary widely in characteristics of the images
being processed, and in the throughput they are
expected to achieve in terms of image pages per unit
time. Some document sets contain multiple languages
and script types, handwriting, logos, pictures, maps,
drawings, and other information, But some document
sets are more limited, and it is known, for example, that
all the important information is contained in a single
typewritten language.

In addition to differing characteristics in the image
data, there also exists differing requirements for ways in
which the documents will be identified for retrieval
based on the information they contain. Some systems
only require a capability to use typical text information
retrieval methods on the text resulting from Optical
Character Recognition (OCR), but others require capa­
bilities to identify documents based on other infonna­
tion such as the presence of certain logos, signatures,
maps, or forms.

In order to provide a foundation for meeting the
needs of all these systems, a software framework was
developed. This framework allows for the development
of systems which are scalable, extensible, and flexible.

2.1 Software Framework

The term software framework is being used in this con­
text to mean a collection of software components that
are focused on a specific problem domain. The compo­
nents are either complete programs (UNIX processes),
software libraries, or other associated data. The interac­
tion and relationships between the components are well­
defined, and to a certain extent dictate much of the high­
level software design. The advantage of using a frame­
work is that a single collection of software can be used



to produce systems with differing requirements within
the same application domain. So software reuse is maxi­
mized.

2.2 Scalability

Producing a software framework for image analysis sys­
tems requires scalability. The throughput requirements
of systems range from being interactive, user initiated
analysis of a single image page to fully automated pro­
cessing of thousands of image pages per hour. The cost
of the systems should be fairly proportional to the
throughput and functionality requirements. A large scale
high throughput system would be expected to employ a
much larger amount of hardware and software than a
smaller, low throughput, limited capability system.

2.3 Extensibility

The image analysis research community is continually
producing new products which are useful, and will help
to satisfy the requirements of the users of document
image processing systems. As a result, the software
framework has a requirement to be extensible to allow
for easy integration of these new capabilities. Easy inte­
gration means that a minimal (if any) amount of existing
software needs to be modified, and currently existing
systems can choose whether or not to take advantage of
the new capability.

2.4 Flexibility

~e most complex document image processing system
will need to provide a variety of different processing
flows based on the type and content of an image. If it is
expected to produce valuable information about the
image content regardless of page orientation (landscape,
portrait, upside down), language, presence of logos of
interest, etc., it must be flexible enough to allow an
image page to choose which image analysis technolo­
gies are appropriate, and ignore those that aren't. For
example, it would be a waste of time to run Arabic lan­
guage OCR on an English language document, or to
attempt any kind of OCR on a page containing only a
picture or drawing.

3 System Design

The requirements for scalability, extensibility, and flexi­
bility point towards a distributed, service-based archi­
tecture. Each of the image analysis technologies, such as
page segmentation, language identification, and a vari­
ety of OCR for different languages are implemented as
services. Each image page can be passed to that service
if it is required. The service produces results, which are
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interpreted to determine which service(s) the image
page should be passed to next.

Because each image page is unique, and the results
of completed image analysis functions determine the
flow of processing for that page, each page needs to
remain associated with information about the imase.,
analysis functions that have already been performed.
This suggests that a compound document structure
would be necessary in order to contain this information.

Each document processing system may have differ­
ent requirements for which services will be run in the
presence of certain conditions. For example, one system
may want to always perform English OCR while
another may want to do language ill initially, and only
do English OCR if the language ill service determined
that the page contained mostly English text. So there is a
need to define the control flow differently for each sys­
tem being developed. The solution to this problem is to
specify processing rules that are read and interpreted at
run time. These processing rules can be easily modified
to suit the requirements of each system.

3.1 Distributed Services

Incorporating the image analysis technologies as distrib­
uted services is the key to scalability. Many of the prod­
ucts being used are very processor intensive, so the use
of multiple processors is necessary. One option would
be to use large Symmetric Multiprocessing (SMP) sys­
tems, and add more processors for those systems with
higher throughput requirements; however, SMPs only
scale up to a few dozen processors, and can be too
expensive for the low-end systems. Another option
might be to use a distributed memory multiprocessor
system with a high speed low latency interconnection
network. However, this really ignores the low-end sys­
tems, and it turns out that a standard network of work­
st~tions can provide the necessary throughput. Using
this model, the systems can scale from a single worksta­
tion to a virtually unlimited number of workstations
connected via a standard Local Area Network (LAN).

In order to keep the complexity of a system in line
with its capabilities and throughput requirements, the
services can be either separate processes or can be
linked directly with application specific code to be part
of a single process. This way the low-end applications
can be a single process, but use the same software as the
high-end systems which can consist of tens or even hun­
dreds of processes. The decision to link directly with a
service, or to include the service as a separate process is
made at compile/link time. It is possible to actually do
both, and make the decision at run time to use the sepa­
rate process or not.

All image analysis services in this framework are
derived from the same base class, IAService. The
RemoteIAService is also derived from the IAService



Figure 1: Service Relationships

class, and provides the ability to include a service as a
separate process. Figure 1 is a simplified diagram
(Booch '94 notation) showing these relationships for the
Latin OCR Service [3].

Below is a C++ source code example showing how
these different classes may be used. Some of the detail
(parameters) are left out, but it demonstrates that the dif­
ference between a remote service and a local (linked-in)
service is simply a single line of C++ code. The only
difference is in the construction of the ocrService object.
In the first case, it is a local service, and in the second
case it is a remote service. All subsequent interaction
with the ocrService object remains the same. The two
lines that construct the oerService object can be either
conditionally compiled (with #ifdef), or can both be
compiled, and the decision to be remote or local can be
made at run-time.

IAService *ocrService;

ocrService=new LatinOCRIAService( ... );
or

ocrService=new RernoteIAService( ... J;

ocrService->putDocument( ... );

The distributed service approach also provides both
extensibility and flexibility. Extending the framework to
include a new technology means developing an addi­
tional, completely independent service. In terms of flex­
ibility, the services which will be used by each system
can be chosen specifically to match the requirements of
that system. If Arabic OCR is not a requirement of a
system, then the Arabic OCR service can be left out
without affecting any other components of the frame­
work.
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3.2 Compound Documents

A well-designed compound document is the key to the
extensibility of the software framework. Each image
analysis service requires certain information about an
image page in order to perform its service. In most
cases, this is the image bitmap at a minimum, formatted
in some way that is understood by the service. Typically,
Tagged Image File Format (TIFF) is used [1]. But in
many cases, additional information about the image,
produced by other services, can be useful. One example
is page segmentation information. A page segmentation
service may be able to reliably identify those regions on
a page which contain typewritten Latin text. If the
English OCR service were able to take advantage of
this, then this information should be passed to it. So the
compound document acts like a container for informa­
tion about an image page. When the document first
enters the system, it only contains a bitmap representa­
tion of the image page. When an image analysis service
is invoked, it adds additional information to the docu­
ment, which subsequent services may be able to take
advantage of.

One of the primary difficulties in designing a com­
pound document for this framework was figuring out
how to add new services, which produce uniquely for­
matted data, without affecting any of the existing ser­
vices. If the compound document was modified to
include Unicode characters for Arabic OCR, then this
shouldn't require changing the English OCR service, or
even recompiling it to use this "new" document [2].

It turns out that the best approach is to use an
object-oriented design, and rely on the power of inherit­
ance, polymorphism, and dynamic binding to allow for
an extremely flexible compound document [3]. The



Figure 2: The Compound Document

compound document is a container for a single, general
type of data with common methods for identifying and
extracting this data. Each specific type of data provided
by a service is derived from this more general type. The
specifics of this data type are only known to those com­
ponents which actually need to know about it. Other­
wise, it is simply accessed via the general interface it
was derived from.

This single, general data type that all image related
information is derived from is called Bitonal Image
Related Data (BIRD). The name had to be very general
because it could contain any kind of information related
to the original image, and the acronym made it easy to
work with. The name for the compound document itself
is simply Document. Each of the classes derived from
BIRD has a Flavor associated with it that uniquely iden­
tifies its type. Figure 1 shows some of the class relation­
ships in Booch '94 notation [3]. It shows that the
Document contains from 1 to n BIRDs, and that Ascii­
Bird, UnicodeBird, and TiffBird are all derived from
BIRD.

The Document class has methods to put BIRDs into
the document, get BIRDs from the document, and test if
a BIRD of a specific Flavor currently exists in the Docu­
ment. In addition, the Document has methods called
emitStream and absorbStream which allow the Docu­
ment to tum itself into a stream of bytes or restore itself
from a stream of bytes. This is necessary for the Docu­
ment to be sent across the network, or stored temporarily
on disk.

3.3 Rule-Based Processing Flow

The key to making the software framework flexible
enough to be used for many different applications is the
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rule-based processing scheme being used. There is a
program (process) that is central to this called the Exec­
utive. The Executive has many responsibilities, includ­
ing service brokering, rule interpretation, and control
flow (based on the rules). The Executive is typically the
.primary interface into the software framework from an
application builder's point of view.

In a large system, using many instances of many
services, the Executive is used as a service broker. This
is similar to an Object Request Broker (ORB) in the
Common Object Request Broker Architecture
(CORBA) specification produced by the Object Man­
agement Group (OMG) [4]. The Executive keeps all the
information about where (on the network) services are
located, and how to communicate with each service. The
communication between the Executive and the services
is typically done via Remote Procedure Calls (RPC) [5].
Services can be added on the fly, and the Executive can
also be used to automatically start services, either ini­
tially or when they fail.

The Executive reads in a configuration file at start­
up, and can be signalled to re-read it at any time if it
changes. This configuration file provides much informa­
tion to the executive, including the rules that are to be
used for determining which services will be performed
on an image in what order. This control flow can be
dynamic, so that results from completed services can
determine which subsequent services will be performed.

The rules are primarily based on the existence of
BIRD flavors in the Document or on values of the
attributes of the BIRDs. For example, a rule can state
that English OCR can be done when Page Segmentation
information is available in the Document. This would
cause a Document to be sent to Page Segmentation prior
to English OCR. A rule could also state that English
OCR should only be done if the LanguageID BIRD is



present, and the value of the primaryLanguage attribute
of the LanguageID BIRD is Latin.

The Executive learns about BIRD flavors from the
configuration file, and needs no specific information
about each BIRD flavor (or type). Attributes are avail­
able via the general interface, and are made up of stan­
dard data types. This means that new BIRD flavors can
be added to a system when a new service is deployed,
and the Executive doesn't need to be recompiled. In fact,
since it can be signalled to re-read a configuration file, it
doesn't even need to be restarted in order to add a new
service which uses new BIRD flavors.

4 System Implementation

The goal of having an extensible, reusable framework
pointed towards an object oriented implementation, and
the scalability requirement suggested distributed
objects. At the time this framework was first being built,
mature COREA products were not yet available, so this
option was not chosen. Open Network Consortium
(ONC) RPC was chosen as the primary interprocess
communication mechanism, and multithreading was
chosen as the way to make the RPCs non-blocking so
that the Executive could communicate with multiple ser­
vices simultaneously. C++ was chosen as the implemen­
tation language because it allows for easy integration
with legacy C code, and it also allows for efficient
implementation of many of the object oriented features
of interest (encapsulation, information hiding, inherit­
ance, polymorphism, and dynamic binding).

Sun Solaris version 2.x was chosen as the operating
system of choice for a number of reasons. The availabil­
ity of development tools, support for ONCIRPC and
multithreading, and availability of image analysis ser­
vices currently supported or planned for support were
among the major reasons. Windows NT has recently
been suggested as an alternative platform that has a
number of the desired features. Planning is currently
underway to possibly provide support for it in the future.

5 Image Analysis Services

Image analysis technologies such as Page Segmentation,
Language Identification, OCR, and Image Enhancement
are typically provided by third party companies or
researchers, and integrated into the framework as ser­
vices. Although it is possible to integrate almost any
capability regardless of how it was intended to be used,
there are certain ways in which a service can be pack­
aged, and certain ways a product behaves which can
enhance or hinder its usability in this framework.

The most important thing to keep in mind when
developing an image analysis product for this frame­
work is that it will be used as part of a larger application,
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and will be expected to continuously process image
pages and provide the results. Many of the other require­
ments stem from this basic perception. When it comes to
designing the product, it is best to think in terms of an
Application Programming Interface (API), and what
functions or methods will be available as part of a public
interface. There are also implementation issues to con­
sider, especially in the areas of resource usage and error
handling.

5.1 Requirements

The image analysis services are expected to continually
process image pages without interruption or manual
intervention. In UNIX terms, they are daemon pro­
cesses. They respond to requests from a client program,
perform a service, return the result, and wait for another
request. There is no direct interaction with a user.

Image analysis functions tend to be very processor
intensive, and it is usually important to make them run
as fast as possible. In a continuously running process,
there are sometimes some simple steps that can be taken
to help maximize the performance. Separating out func­
tionality that only needs to be done once at process start­
up time, and not for each page is an example. These
functions can be moved into a set of initialization rou­
tines that are only done when the process first starts up.
Examples of this are reading a classifier or lexicon into
memory, or populating lookup tables.

Typically, multiple copies (invocations) of a service
will be running on a single workstation. This is usually
the case with some of the higher throughput systems
because they are composed of a network of multiproces­
sor (SMP) workstations. Even if multiple copies of the
same service aren't running on the same workstation,
many are often run from a shared Network File Sys­
tem(NFS). This will be a problem if the service relies on
exclusive access to any resources or uses non-unique
temporary filenames. So a service is much more useful
in this framework if multiple copies of it can be run on
the same workstation using the same executable file.

5.2 Design Issues

When designing a capability to potentially be used as a
service in this framework, it's best to think in terms of
supplying an Application Programming Interface (API)
rather than a complete executable program or set of
interacting programs driven by user interaction. An end
user program is nice to have for testing and demonstra­
tion purposes, but any such program should be consid­
ered a driver for the API. Each of the services in the
framework are derived from a base Service class, and
therefore have identical programming interfaces. Rather
than requiring each service developer to conform to a



certain interface, the framework developers can use the
API supplied by the service developer to effectively put
a wrapper around it to conform to the base Service inter­
face.

One typical inefficiency often observed in APls can
easily be avoided. At the time a Document is received by
a service, it exists in memory. This means that data
buffer based interfaces are much more efficient than file
based interfaces. If the primary way to pass an image to
the image analysis software via the API is by specifying
a filename, then the image data which is already in
memory must be written out to a temporary file. The
image analysis software will most likely read the file
into memory as its first step. If the API allows for a data
buffer to be passed instead, then the file I/O is avoided.

One difficult problem in designing image analysis
software for this framework is the handling of errors,
and the communication of status information. The gen­
eral guidelines for dealing with these problems are to
recover from errors whenever possible, report error
information back through the API, and provide a means
to log the non-critical status information. The primary
behavior to avoid is termination of the process through
an exit() call, or something similar. An inability to pro­
cess a particular image page successfully isn't necessar­
ily a problem as long as the error condition or the
inability to produce results is communicated back to the
calling program through the API.

5.3 Implementation Issues

Since the framework has been implemented almost
entirely in C++, it is best for the service providers to
provide the API in terms of C function calls or C++
classes (and public member functions).

Memory leaks can be a big problem for server pro­
cesses that run continuously. They occur when memory
is allocated, and not properly deallocated. A memory
leak of just a few bytes per invocation (or per image
page processed) can cause a daemon process to use up
all the system memory in a relatively short period of
time. Many tools are available now which detect and
report run-time memory leaks, and it is suggested that
one of these be used to ensure that memory leaks don't
occur.

There are other similar resource issues that come up
with server processes as well. Processes have limitations
on the number of file descriptors that can be open simul­
taneously, as well as limitations on interprocess commu­
nication resources. Proper allocation and deallocation of

.. these resources needs to be carefully controlled.
Most services developed for this framework have

some degree of flexibility in terms of different run-time
options they support, different modes they can run in,
different classifiers they can use, etc. Setting these
options through configuration files or through the API is
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preferred to environment variables because environment
variables are much harder to manage in a large system
across a number of remote workstations.

6 Status

The software framework described here is currently
being used in at least six distinct application programs
with varying requirements. It is being developed in an
iterative fashion, and continues to be modified and
extended. Most of the current work is focusing on better
error detection, recovery, and reporting mechanisms.
The current available set of image analysis services
numbers about twenty, and continues to grow.
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Abstract
A general purpose Japanese character recogni­

tion system, Cherry Blossom, has been developed at
CEDAR in past years. It is designed to recognize
Japanese document images in low resolution or with
poor print quality. The system includes modules for
page skew correction, document segmentation, text
segmentation, character recognition and postprocess­
ing. The API code for each module has been devel­
oped so that each module can be tested as a stand­
alone program or can be called in large application
systems such as a document indexing and retrieval
system.

In the character recognition module, two classifi­
cation methods, the nearest-neighbor classifier and
the subspace method, have been integrated in an ef­
ficient way. The speed of character recognition is
about six characters per second from the original
one character per second. New techniques, includ­
ing dynamic feature selection, incremental nearest
prototype search and visual similarity analysis, have
been developed to speed up character classification
while keeping high accuracy. A linguistic postpro­
cessing module improves the accuracy of character
recognition by exploiting linguistic context. It was
trained on a Japanese text corpus with above 70 mil­
lion characters.

The JOCR system has also been adapted to rec­
ognize Chinese documents. Because the similarity
between Chinese and Japanese character sets, the
Chinese recognizer can be developed rapidly by sim­
ply training on font images and by sharing the in­
formation of the well-trained Japanese classifier. A
Unicode-based OCR for Far East Languages is being
developed based on the JOCR system.

We also conducted experiments on representing
Japanese OCR results in HTML files for evaluation,
error correction and reading purposes. A real-time
GUI program which demonstrates different aspects
of the system for Japanese and Chinese document
recognition is now available on Sun OS.
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1 Introduction

The Japanese optical character recognition project
at CEDAR is to develop a prototype system
for machine-printed Japanese document recogni­
tion [33]. Intensive development and research have
been conducted to improve accuracy of document
recognition on degraded documents such as facsim­
ile pages or images scanned at low resolution.

The Japanese character set is a combination of
several scripts: Kanji (Chinese characters), Kana
(Japanese consonant and syllabary characters), R0­
man characters and Arabic numerals. Kanji are
Chinese ideographs which were introduced into
Japanese. In the Japanese standard, JISx0208­
1990 [25], there are 6,879 characters. Among them,
6,355 are Kanji, divided into two distinct sections ­
JIS Level I and Level II; where Level I spans 2,965
of the most frequently used Kanji characters.

Comparing with the task of developing an English
document recognition system, there are more diffi­
culties on developing a Japanese OCR system. Some
of those difficulties are:

1. Large variety of page layouts in Japanese docu­
ments; For example, the direction of a text line
can be horizontal or vertical.

2. Large number of character categories; As de­
scribed above, there are more than 3,000 char­
acter categories which are needed to be recog­
nized.

3. Structural complexity of character patterns;
Most Japanese characters are Kanji. The stroke
structure of a Kanji usually is complex. Many
characters have very similar stroke structure.

4. Large variety of character shapes due to dif­
ferent typeface and image quality in machine­
printed documents.

As in systems for English document recognition,
a Japanese document recognition system has three



major components: layout analysis, character seg­
mentation/recognition, and postprocessing. Layout
analysis techniques for Japanese documents [2, 26]
and multi-lingual documents [18, 35] have been de­
veloped. Given an image of a document page, layout
analysis will locate text blocks and further segment
them into text lines which can be either vertically or
horizontally oriented. Because word boundaries are
usually not visible, character images are directly seg­
mented from the text lines. Connected-component
analysis, projection profile analysis and feedback of
character recognition result can be used for charac­
ter segmentation[2, 3, 27].

Because Kanji characters are complex in their
stroke structure and many characters share struc­
tural similarities, feature descriptors are typically
with large dimensions in order to effectively dis­
criminate so many Kanji characters. Stroke features
(such as the direction contribution features [2]) and
background features (such as surrounding area fea­
tures [32, 30]) are two types of statistical features
which have been proved very useful. Many sophis­
ticated similarity/ distance measures have been pro­
posed to achieve more reliable performance of char­
acter recognition. Methods such as the multiple sim­
ilarity analysis[17] and the modified quadratic dis­
criminant functions [20] have been applied to hand­
printed and machine-printed character recognition.

Two classifiers have been designed for character
recognition in the system [14]. One is the Mini­
mum Error Subspace method; another is the Near­
est Neighbor classifier [11]. The features are called
"Direction Contributivity" features [2, 28]. The NN
classifier has been generalized to use the distance
measurement defined in the Minimum Error Sub­
space method which has been proven to be more
accurate than Euclidean distance. Because its confi­
dence calculation is trustworthy, for a character im­
age, the NN classifier provides only the first decision
if its confidence score is high; otherwise, the top 5
choice list is output. Classifiers were trained on 200
ppi character images from CEDAR's Japanese char­
acter image database [16], and were tested on 200,
300 and 400 ppi images. On 200 ppi character im­
ages from CEDAR's test set, the accuracy of the NN
classifier is 95.9%. The speed of character recogni­
tion varies from 3 to 6 characters per second, de­
pending on image quality.

A linguistic postprocessing module has been
added to the system in order to further improve the
accuracy of character recognition by exploiting lin­
guistic context. It was trained on a Japanese text
corpus with above 70 million characters.

The JOCR system has also been adapted to rec­
ognize Chinese documents. Because the similarity
between Chinese and Japanese character sets, the
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Chinese recognizer can be developed rapidly by sim­
ply training on font images and by sharing the in­
formation of the well-trained Japanese classifier. A
Unicode-based OCR for Far East Languages is being
developed based on the JOCR system.

In the system, we also developed methods for vi­
sual context analysis, such as image-based character
image clustering and inter-character similarity anal­
ysis [12, 9]. The results of visual context analysis
can be used for OCR error correction [10].

The system is implemented on a SPARC Work­
station under SunOS. Given a TIFF image which is
a text block or a document page, the system will
execute its modules and save the details of analysis
and recognition into a file in a special format.

Two X-Window-based GUI programs for system
evaluation have been designed using C/C++ and
Motif. By using those programs, deskewing, text
segmentation, line segmentation and character seg­
mentation can be performed either manually or au­
tomatically. For each segmented character image,
the top 5 choices are provided by a character clas­
sifier. The programs allow a user to use a mouse
to manually correct mistakes in segmentation and
recognition.

Although these GUI programs are very useful for
system evaluation, much work is needed to modify
them for the purpose of evaluating different aspects
of our OCR system. In order to rapidly prototype
visualization and evaluation tools which are more
flexible and less platform-dependent, we recently de­
veloped a framework to convert the recognition re­
sults into a set of HTML files. HTML handles sym­
bols and images uniformly and allows hyperlinks be­
tween them. A Web browser such as Netscape Nav­
igator comes with multi-lingual support and can be
run on many platforms. Scripts can be easily writ­
ten to convert recognition results in any level into
HTML files so that different aspects of the system
can be examined within a local network (Intranet)
or on the Internet. Much effort in GUI design, multi­
lingual and multi-platform support can therefore be
avoided.

Section 2 gives an overview of the JOCR system
design, including its modules for page deskewing,
page segmentation, text alignment detection, line
segmentation and character segmentation. Section
3 describes the design of two classifiers for charac­
ter recognitions. Section 4 discusses extending the
JOCR system to be multi-lingual recognition sys­
tem. In section 5, a postprocessing module is de­
scribed and in section 6, we present an experiment
on evaluating Japanese document recognition using
HTML. Finally, conclusions and future directions of
this project are briefly discussed in section 7.



2 The Overview of the System
Design

Cherry Blossom is a prototype system for Japanese
document recognition developed at CEDAR in past
years. This system is designed to meet several chal­
lenges of machine-printed Japanese document recog­
nition: the wide variations in data quality (facsim­
ile, photocopy, newspaper etc.), low scan resolution
(e.g., 200ppi), large character set (about 3,000 Kanji
characters in the first level JIS code) and the variety
of font and point sizes. Given a Japanese document
page, it can deskew the image, segment the page
into blocks, discriminate text/non-text blocks, de­
termine the alignment of a text block, segment text
regions into lines and further into character images,
and recognize character images. The system consists
of API modules including deskewing, page segmen­
tation, text segmentation, character recognition and
postprocessing. In the system, OCR results can be
encoded in JIS, Shift-JIS, EUC and Unicode.
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Figure 1: Character segmentation and recognition.
(a) shows line and character segmentation result of
a text block. (b) is the recognition result displayed
in a kterm window.
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The design of the modules for deskewing, page
segmentation and text segmentation are described
as follows. The character recognition module will be
presented in the next section.

To detect and correct skew in a scanned document
image, a fast directional profile analysis method
is used[23]. The range of skew angle handled by
the method is about ±30 degree. After detecting
skew angle, a simple affine transformation is applied
for skew correction. The skew detection program
works well on document images which often contains
graphics, tables and figures.

The skew detector was tested with 467 artificially
skewed images, with varying amounts of noise, frag­
mentation, black pixel density and ratio of text to
graphics. The document analyzer achieves 97% ac­
curacy within ±1 degree of the actual skew on good
quality document images, and 86% on noisy or com­
plex documents. The average time required for skew
detection is 2 cpu seconds on a SPARC-10.

The objective of page segmentation is to decom­
pose a scanned document image into regions which
contain homogeneous entities, such as text, graph­
ics and half-tones. A local-to-global segmentation al­
gorithm has been designed in Cherry Blossom [21].
The page segmentation module was tested with 200
Japanese and English documents. The performance
of the document segmentation ranges between 92%
completely correct segmentations and 94% partially
correct segmentations. On average this module re­
quires 27 cpu seconds on a SPARC-lO.

New methods for page segmentation are being in­
vestigated. They include smoothed-run-length anal­
ysis, background pattern analysis and minimum
spinning tree analysis methods. A hybrid method
which can achieve better performance on different
types of Japanese document pages is being devel­
oped.

The text segmentation module is designed with
the objective of segmenting a given text block into
line images and further into character images [22].
In the system, a five-stage procedure - image quality
estimation, character size estimation, text alignment
detection, line segmentation and character segmen­
tation, are implemented to fulfill the task of text
segmentation.

At the stage of image quality estimation, the sys­
tem determines aspects of image quality, which will
be useful for line and character segmentation. At
the stage of character size estimation, character size
is estimated globally based on histogram plots of
connected components. In clean images, the high­
est peak in the component histogram corresponds
to the width of full pitch characters. In noisy im­
ages, this component histogram is smoothed and the
mean width of the histogram is evaluated. At the



(e) Local stroke direction 188ture (size: 41l8X8)

Figure 2: A Kanji character image and its local
stroke direction (LSD) feature vector

directions; second, partition the image into n x n ar­
eas and compute the directional run-length of each
area as an average of the pixels in the area. Here, we
choose that n equals 8. Therefore, the size of LSD
feature vector is 4 x 8 x 8 = 256. In Figure 2 (c),
the values in the LSD feature vector are scaled to
integers at the range of 0 and 255 so that they can
be visualized as a grayscale image.
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3.2 Gradient, Structural and
Concavity Features

The gradient and structural features encode local
structure, while the concavity features are global de­
scriptors extracted from binarized images. A gra­
dient map is constructed from the normalized im­
age, by estimating gradient value and direction at
each pixel. Histograms of directional features are
recorded in each region - indicating the presence
(or absence) of a small number of oriented ranges
of gradients in the region. Directional histograms
from each region are concatenated into a fixed-length
gradient feature vector. Structural features are com­
puted from the gradient map by examining similar­
ities in gradient direction in a local neighborhood of
each pixel. These features record curvature in an ap­
proximate fashion. Curvature histograms indicating
presence of changing orientation of character con­
tours are estimated in each region. These histograms
are concatenated from each region in a fixed-length
structural feature vector. Gradient and structural
features have been described in more detail in [34].
Concavity features are coarse global descriptors and
are of three kinds: pixel density, large stroke, and
true concavity. The large stroke features encode hor­
izontal and vertical strokes in the image. Concave
regions enclosed with a character are also recorded.

3 Japanese Character Recognition

Two independent character recognition methods
have been developed to recognize more than 3, 300
Japanese characters. One classifier uses the minimal
error subspace method; another is a fast nearest­
neighbor classifier. After implementing and test­
ing many types of feature sets reported in Japanese
OCR literature, two feature sets were chosen for fur­
ther testing because their performance on low qual­
ity images was encouraging. These are the Local
Stroke Direction (LSD) and Gradient, Structural &
Concavity (GSC) feature sets. These feature sets are
described below, followed by discussing the design of
the minimal error subspace classifier and the nearest
neighbor classifier. Results of both classifiers as well
as their integration will also be reported.

stage of text alignment detection, methods from two
different approaches are implemented to determine
whether text is vertically or horizontally aligned.
The first approach is based on the analysis of a min­
imum spanning tree of connected components [18];
and the second one is based on projection profile
analysis.

Projection profile analysis is also used at the stage
of line segmentation. For character segmentation,
character components are initially located by per­
forming a projection profile analysis of black pixels
and identifying white spaces as component separa­
tors. After local character size estimation, a rule­
based approach is then used to partition compo­
nents into three groups. These groups identify single
component characters, partial character components
and touching characters (or multi-character compo­
nents). The sub-character components are merged
based on a few simple rules to form complete charac­
ters. Touching characters are split based on further
analysis and heuristics. At this stage a character
recognizer has also been used to validate proposed
splitting points.

The text and character segmentation is evaluated
with respect to several criteria. Text segmentation
performance varies between 98.5% for good quality
images and 94% for degraded images. Simple con­
nected component analysis is used for high quality
printed text, while more complex analysis is applied
for low quality document images.

3.1 Local Stroke Direction Features
Local stroke direction (LSD) features are based on
direction contributivity analysis [2]. When given a
character image, its LSD feature vector can be com­
puted as follows [28] (see Figure 2 for example): first,
for each black pixel, compute its directional run­
length for each of four directions in Figure 2 (b) and
normalize it as a ratio to the total run-length in all
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Concavity features have been described in detail in
[5].

3.3 Minimum Error Subspace
Classifier

Subspace methods have been a major field of study
in pattern recognition [29, 6], particularly for classi­
fication and feature subset selection. The minimum
error subspace classifier is a discriminant function
derived from the Karhunen-Loeve expansion. It is
given by:

Here, gj(X) defines the discriminant classifierfor the
lh class, given an input measurement/feature vec­
tor X; Mj is the mean vector and ¢~ is the trans­
pose of the it h eigenvector of the covariance matrix
for the lh class; k is chosen as the dimension of
the subspace defined by the dominant k eigenvec­
tors. Based on our experiences, k is set to 5 in
our experiments. An unknown test feature vector
is evaluated with these discriminant functions for
each class, that is, gjO, for j = 1,2, ..., C, where
C is the number of classes. The class of X is deter­
mined as that of the discriminant function for which
the residual error is least, that is: gJ(X) ~ gj(X),
vi E {1, 2, .., C}, j :F J.

Projections of an unknown test vector on the sub­
spaces defined by the dominant eigenvectors of each
class are subtracted from the projections on the en­
tire eigen-space. The subspace of the class which
best represents the unknown feature vector, results
in the least residual error (and results in the least
difference in projections between the whole space
and the subspace of the principal eigenvectors). The
class corresponding to the subspace with least resid­
ual error is chosen as the class-identity of the un­
known test vector.

This classifier can also be derived from the mod­
ified quadratic discriminant function (MQDF)[19],
and can be interpreted as a quadratic discriminant
classifier.

The training phase of this classifier requires the
computation of the covariance matrices and their
eigen-decomposition. For each class, the eigenvec­
tors are then sorted in decreasing order of the corre­
sponding eigenvalues. The mean vector M j is eval­
uated for each class. Only the dominant eigenvec­
tors (k, in this case) are used in the subsequent pro­
cessing. During testing, the unknown or test fea­
ture vector is projected onto the subspace defined
by these dominant vectors, for each class. The term
IX- M j l

2 defines the projection of the test vector
onto the whole eigen-space. Hence, the class of an
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unknown vector is determined by the best subspace
projection, given by the least residual error.

The classifier had been trained and tested on the
CEDAR dataset. Using the LSD feature and the
GSC feature, results of the ME (Minimum Error)
Subspace Classifier are listed in Table 1 (a).

(a) ME Subspace Classifier (k - 5)
LSD GSC

Top 1 I Top 5 I Top 10 Top 1 I Top 5 I Top 10
93.48'70 I 97.86'70 I 98.45'70 93.93'70 I 97.63'70 I 98.19'70

(b) NN Classifier (using Euclidean distance distance)
LSD GSC

Top 1 I Top 5 I Top 10 Top 1 I Top 5 I Top 10
92.73'70 I 97.33% I 98.01% 93.06% I 97.88% I 98.60%

Table 1: Character recognition performance of
different classifiers on CEDAR's 200 ppi dataset
(57,571 images from 3,319 classes).

3.4 A Nearest-Neighbor Classifier
A NN (nearest neighbor) classifier has been de­
signed for Japanese character recognition. New al­
gorithms for prototype reduction, hierarchical pro­
totype organization and fast NN search are imple­
mented in the classifier [11, 14]. In these algorithms,
k-nearest/farthest neighbor lists are used to esti­
mate the distribution of samples in the feature space.
Given a set of samples, P = {Po, PI, ....'Pn-r}' for
each sample Pi, its k-nearest neighbor list, N, =
{nio, nil, ....,ni,k-r}, and its k-farthest neighbor list,
F; = {fio,fil, ....,h,k-I}, have to be pre-computed.

Given a training set, prototype reduction leads to
the selection of a subset of samples which can repre­
sent the whole training set. Figure 3 illustrates the
process of prototype selection for a class. The sub­
set can be generated by deleting redundant samples
from the training set. By checking the pre-computed
nearest neighbor list of each training sample, the
prototype reduction algorithm decides whether a
training sample can be deleted without negative ef­
fect on the correct classification of itself and other
samples. Previous methods, such as Hart's con­
densed nearest neighbor rule (CNN) and Gates' re­
duced nearest neighbor rule (RNN), have to call the
procedure of classification iteratively to test whether
the deletion (or adding) of a prototype affects the
correct classification of the other prototypes[8, 7].
The advantage of the method here is to avoid such
an iterative process.

The NN classifier using LSD feature and Eu­
clidean distance measure was trained and tested on
the data sets from CEDAR's CDROM. There are



Figure 3: Prototype reduction

118,417 character samples from 3,354 classes in the
training set. The number of prototypes derived by
prototype reduction is 24,273.

A brute-force NN algorithm suffers from its com­
putational complexity because every prototype has
to be matched with the input pattern to see whether
it is close to the input pattern. To speed up NN clas­
sification, several methods are proposed. An inter­
character visual similarity constraints is firstly used.
The preliminary experiment shows very promising.
Given a text block with 1,721 segmented character
images, the system takes less than 17 minutes to rec­
ognize it (originally it needs about 29 minutes). In
another word, we can improve our classifier to 0.58
second per character from originally 1.0 second per
character with the only change.

The idea behind the new method is simple. In
a Japanese document page, many characters occur
more than one time. An image clustering procedure
can be used to group those different image entries of
the same character. After image clustering, the NN
classifier will recognize characters in a group. After
recognizing the first entry of a group by matching
with all prototypes, the system will recognize the
rest of group members by matching with a small
number of prototypes which are in the best match
list of the first entry. The size of the reduced proto­
type set can be less than one tenth of the number of
all prototypes. Sometimes the clustering procedure
may cause errors so that visually similar characters
from different JIS categories are grouped together
because in Japanese there are many characters which

~ Prototype Reduction

are very similar in shape. The method can tolerate
this kind of clustering errors very well. On the exam­
ple text block with 1,721 segmented characters, 508
clusters were generated. While it takes 0.95 second
to recognize the first entry of each group, it needs
only 0.25 second to recognize each of the other en­
tries in a group. On average, 0.58 second is needed
for each character. The accuracy of classifier is al­
most the same as the original classifier.

A dynamic feature selection for feature matching
has been developed. In our implementation of the
LSD feature, there are 256 inter elements. The size
of the feature vector is fairly large. The NN clas­
sifier runs slowly because it has to do comparison
on each of those elements between the test patter
and a prototype. It will be much faster if only a
small subset of feature elements can be selected for
matching. Given a character image, after extracting
its LSD feature vector, we can dynamically select
such a subset of element according to the pivotal
directions in the feature extraction algorithm.

we have also developed a fast NN search algo­
rithm, F N N. The basic idea is to avoid unneces­
sary comparisons. Suppose there is a test sample X
to be classified (see the triangle in Figure 4). It has
to compare with prototypes from the prototype set.
After the comparison between the input pattern X
and a prototype Pi, we know that the distance be­
tween them is very small. For' those prototypes in
Pi's k-farthest neighbor list, such as Fil ,Fi2 and Fi3

shown in Figure 4, without going further to compare
each of them with the input sample X, we know the
distance will be very large and therefore they can
not be in X's k-NN list. Similarly, after the compar­
ison between X and a prototype Pj , we know that
the distance between them is very large. For those
prototypes in Pi's k-nearest neighbor list, such as
N j 1,Nj2,Nj 3 and N j 4 shown in Figure 4, without go­
ing further to compare each of them with the input
sample X, we know the distance will be very large
and therefore they can not be in X's k-NN list.

An incremental feature match algorithm was also
designed which firstly dynamically select a small
number of feature elements (about one sixth of the
feature size) and do NN search, then use a larger
number of feature elements to refine the NN search
result on a small number of prototypes with small
match distance.

In order to further speed up the search process,
The prototype set can be organized into a hierarchi­
cal representation. The prototype set is divided into
two levels. The first level is the so-called "centroid
set." For a centroid, there may be a set of proto­
types which are stored in the second level. The set
for a centroid is called as its "package." A centroid
can approximately represent those prototypes in its
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Nola: • denotes prototype; ... is an input pattem x.

Figure 4: Speed up nearest neighbor search by avoid­
ing redundant comparisons

• Step 3 - re-rank nl prototypes by their refined
distance scores and output the top 10 choices.

• Step 1 - find first nl closest prototypes of P
among n prototypes based on Euclidean dis­
tance;

where Pi is a prototype. The identity of Pi is J I S (Pi)
and the distance between Pi and t is DIST(Pi). In

P =Pl,P2, ···,Pi, ···,Pn

• Step 2 - refine the distance scores of the pattern
P with nl prototypes by using the subspace dis­
tance;

proposed to use both the Euclidean distance and
the subspace distance in the classifier. Given a test
pattern P and n prototypes, steps to recognize P
are:

In our experiments, n is 24,273 and nl is set to 100.
In the design, instead of computing the subspace
distance between the test pattern and each of 3,300
classes, only nl subspace distances have to be com­
puted. The Euclidean-distance-based NN algorithm
for Step1 can be a brute-force NN algorithm or the
fast NN search algorithm described above.

Originally each class in ME Subspace method has
a set of eigen vectors and a mean vector. In the
modified NN classifier, we also generalized the sub­
space method to use multiple prototypes for each
class. In the new classifier, each class has a set of
eigen vectors and a set of prototypes. This extension
gives the capability of using the subspace method in
NN classifier so that reliable decisions can be made
based on majority voting.

The new NN classifier was designed in order to
integrate the NN search method with the ME Sub­
space method. It has also been trained and tested
on 200 ppi datasets from CEDAR's character im­
age database. Table 2 lists results of the classifier in
which Step1 was implemented as a brute-force NN
classifier and the FNN algorithm described above.
By using the FNN algorithm, each test image was
compared with about 6,203 prototypes out of 23,449
prototypes. The LSD feature is used in the classifier
here.

To generate reliable confidence information for
OCR decision, we proposed a method to compute
the confidence score for each choice from the NN
classifier [14]. In the method, confidence scores are
calculated based on both majority voting result and
distance information.

Given a test pattern t, a NN classifier can pro­
vide two types of candidate lists: one is the nearest
prototype list
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package. The process to create such a hierarchy is
to pack prototypes for selected centroids.

After packing prototypes, the k-nearest neighbor
list and k-farthest neighbor list of each prototype
in the centroid set C will be computed. The NN
classifier can be described as a two-step procedure.
Given a test sample X, its approximate k-nearest
neighbors N x in the centroid set C can be calculated
using the search algorithm described above. Then
the prototypes in the packages of those centroids in
N x will be compared with X to generate the final
k-nearest neighbors Nx for the sample.

In the NN classifier, distance between a test pat­
tern and a prototype can be measured in many dif­
ferent ways, from simple metrics to sophisticated
ones. We first tried the Euclidean distance, then
changed to use both the Euclidean distance and the
distance defined by the ME Subspace method.

Using the Euclidean distance, the performance of
the FNN classifier on the test set is shown in Ta­
ble 1 (b). The prototype. set used in our NN classi­
fier has 24,273 prototypes. The number of centroids
is 1,919 if we define the package size as 50. By com­
paring with 2,195 prototypes on average the system
can achieve 92.7% top 1 accuracy. Performance of
the classifier using the GSC feature set is also re­
ported in the table.

By using the Euclidean distance, the accuracy of
the NN classifier is lower than that of the subspace
classifier although there are multiple prototypes per
class in the NN classifier while there is only one pro­
totype for each class in the subspace method. It
seems to us that the distance measurement defined
in the subspace method is much more accurate than
the Euclidean distance. Therefore, we designed a
new NN classifier to use the subspace distance. Be­
cause the subspace method is time-consuming, we

133



Number of Accuracy
comparisons top1 top5 top10

Brute-force 23,449 95.92% 98.09% 98.57'10
NN search (55,221/57,566) (56,471/57,566) (56,748/57,566)

Fast 6,203 95.83'10 97.97'10 98.43'10
NN search (55,166/57,566) (56,401/57,566) (56,667/57,566)

Table 2: Performance of NN classifiers using Euclidean distance and Subspace method. The only difference
between two classifiers is that in Brute-force NN search the test pattern has to compare with every prototype
while only a portion of prototypes are compared in the Fast NN search algorithm.

P, prototypes may have the same identity. Another
is the choice list

C = Cl, C2, ...,Cj, ..., em
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Figure 5: Character recognition. The NNclassifier is
used. For each character image, the classifier gives
a candidate list. Because the confidence informa­
tion from the NN classifier is reliable, the classifier
provides only top first candidate if its confidence is
high..
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and otherwise

CONF(cd = k/3.0

where k satisfies

where Cj is a JIS code. In C, choices- have to
be distinct. For each cj, DIST(cj) is defined as
DIST(Pi) , where Pi is the first prototype in P so
that JIS(Pi) =Cj.

For each Cj, we can compute its confidence as

Based on above experiments, a new system con­
figuration is implemented for the character recogni­
tion. Significant improvement on classification speed
has been achieved. The improvement is the result
of the integration of a flexible control structure, im­
age clustering algorithm, prototype packing method,
dynamic sub-feature selection method, incremental
nearest-neighbor searching algorithm and the mod­
ified quadratic discriminant function. This progress
makes our system a step closer to a real-time system.
Figure 6 is the flowchart of the character recogni­
tion module in the current system. As illustrated in
the figure, although there are seven steps for char­
acter recognition, character images do not have to
go through all of them. For a character passes all
seven steps, it takes about 0.4 second. Many char­
acter images in large clusters only have to pass Steps
1, 2 and 6 and only have to compare their feature
vectors with 500 prototypes. This takes less than
0.1 second.

Figure 5 shows character recognition result of the
NN classifier on images of different quality. In the
figure, only the first choice is provided if its con­
fidence is high; otherwise, the top five choice list is
output and further postprocessing is needed to make
a decision.
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5 Post Processing

100 character samples for each class.
Can we adapt our JOCR for other Oriental lan­

guages such as Chinese by using only the available
font images? We did some experiments to answer
the question. We collected 4 different Chinese fonts
from Internet. They are Song, FangSong, Hei and
Kai. By using them as prototypes, the accuracy of
the NN classifier is not high. Based on the fact that
the Kanji characters in Japanese are very similar
to the Hanzi characters in Chinese, we proposed a
method to use the information from our well-trained
Japanese OCR to improve the performance of the
Chinese OCR. Firstly, we conducted visual similar­
ity analysis between Chinese and Japanese font im­
ages. A mapping table has been derived. For those
Chinese characters which have visual equivalents in
Japanese, their corresponding Japanese prototypes
can be used to recognize Chinese characters.

The method above has been implemented so that
the system can also achieve high recognition accu­
racy on document in Chinese as same as in Japanese.
A multi-lingual document recognition system using
the international standard, Unicode, is being also
developed.
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Figure 6: The framework of character recognition in
the JOCR system

4 Multi-Lingual Document
Recognition

Based on our developed Japanese document recog­
nition system, we also investigated recognition for
documents in other languages such as Chinese and
Korean.

A new method is proposed for rapidly prototyp­
ing a recognition system for documents written in a
new language (such as Chinese) based on the well­
trained JOCR system. The new recognition system
uses only the font samples and does not need to be
trained on real world image samples. As a natural
result, a Unicode-based OCR for Oriental languages
(such as Chinese, Japanese and Korean) has been
developed based on our JOCR system.

It usually takes long time and high cost to de­
velop a high accuracy OCR for documents in a differ­
ent language. Much effort is usually on training the
OCR on many scanned document images. Although
font images are easier to be collected than real world
document samples, OCR using only font images usu­
ally can not achieve high accuracy because the num­
ber of font samples is very limited. An accurate dis­
tance measurement such as MQDF needs more than

Character segmentation and character classification
are error-prone. To improve recognition result, post­
processing methods can be applied. During the post­
processing stage, various contextual constraints can
be used to detect and correct OCR errors. In our
JOCR system, we are developing methods for two
specific tasks: recognition error correction and seg­
mentation error correction.

In the task of recognition error correction, a top
first choice has to been generated for each character
which is suspected to be classified incorrectly. The
confidence score provided by the classifier can be
used to decide whether postprocessing is needed for
the character. Two types of constraints can be con­
sidered: one is the linguistic constraints; the other
is the visual similarity constraints.

One of the simplest types of linguistic constraints
is the character bigram. A character bigram can
be defined as a tuple, (Cl,C2,f), where (Cl,C2) is a
character pair, and f is the frequency of Cl and C2

being together. Bigram data can be trained from a
large text corpus. For a character image with several
alternatives generated by a classifier, bigram infor­
mation can be very useful to find a choice from the
alternative list which best fit its local context (e.g.,
the characters before or after the character).

In past years, we have conducted experiments on
using bigram information for English recognition
error correction. The methods have been imple­
mented in our JOCR system. For Japanese, a bi-
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gram database with 242,682 bigram entries has been
collected from a large Japanese news corpus.

The post processing is done only when it is needed.
For a text segment in the original image, if there is
no character with a high enough confidence can be
found in the fonts, then we say that the "truth value"
of this text segment is not yet determined and that
the post processing needs to be performed on this
text segment. Because the top five choiceschosen as
possible candidates for any text segment are always
available, so the post processing can be done as the
following. First of all, we take the first choice of the
five candidates and compare it with each of the five
choices of its left or right neighbor text segment re­
spectively, if there is such a text segment. Then we
can get five "distance values". These distance val­
ues are defined according to the frequency of the two
characters appearing together in documents such as
books and newspapers of the language. Once we
have these distance values, we can use a strategy to
find a most possible case that the candidate charac­
ters should appear in the text of our special docu­
ment.

Visual similarity constraints can also be useful for
recognition error correction. The intuition behind
is that: visually equivalent character images should
be recognized as the same characters. By examin­
ing OCR result, we found that this constraint some­
times is violated. Different alternative lists can be
provided by a character classifier for several visu­
ally almost equivalent character images. Previously,
we developed methods to cluster character images
based on their visual similarities [12]. The cluster­
ing algorithm has also implemented as a module in
the JOCR system. After clustering, a procedure of
consistency checking will be applied to those char­
acter images in the same cluster to correct potential
errors.

Another types of errors can be corrected by post­
processing is character segmentation errors. For
those character images with low recognition confi­
dence and with very large or small width/height as­
pect ratio, segmentation errors may happen. Re­
segmentation can be conducted by splitting or merg­
ing, then character classification can be applied to
get new recognition results. Progress has been made
to design a postprocessing procedure to correct seg­
mentation errors.

6 Evaluation of OCR Results Using
HTML

For rapid prototyping of evaluation tools which are
more flexible and less platform-dependent, a frame­
work for integrating the JOCR system with the In­
ternet/Intranet has been outlined (see Figure 8).
Under the framework, the output of the JOCR sys-
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tem is converted to HTML files, which can be viewed
with a Web browser such as Netscape Navigator
2.0/3.0. Simple Perl scripts can be written to con­
vert the OCR results in a detailed format (in the
format shown in Figure 7) into HTML files.

Compared with the approach of designing special
GUI programs for performance evaluation, the ad­
vantages of using HTML and a Web browser are
obvious: scripts for converting OCR results into
HTML are much easier to write, test and maintain
than X-Window-based GUI programs; HTML files
for OCR results can be accessed on different plat­
forms; and the Japanese language is automatically
supported in Netscape Navigator 2.0/3.0.

For a Japanese document page, the recognition
system can generate OCR results for each text block.
In current experiments, we focused on the task of
converting OCR results for a text block into HTML
files. Aspects of system performance to be evaluated
are: character segmentation, character recognition
and character clustering. Given OCR results of a
text block, a Perl script was written to generate six
HTML files:

1. Block-Image: the HTML file for the input im­
age; The TIFF image is converted to GIF for­
mat for use in HTML.

2. Character-Images: the HTML file for charac­
ter segmentation; This file shows character seg­
mentation results. A sequence of character im­
ages is displayed. Here, images are organized in
their original order.

3. OCR..Result: the HTML file for recognition re­
sults; This file shows character recognition re­
sults. Corresponding to each character image,
its top choice is displayed in JIS code.

4. SymboLor-Image: the HTML file for the hybrid
representation of recognition results; For each
character position, either a JIS code or a GIF
image is placed. For a character, a JIS code is
given if the OCR confidence is high; otherwise,
the original character image is placed there.

5. Image_Clustering: the HTML file for image­
based clustering; Results of character image
clustering are saved in the file. In a cluster, vi­
sually equivalent character images are grouped.

6. OCR..Result_Clustering: the HTML file for
OCR-result-based clustering. Result of JIS­
code-based clustering is saved in the file. Char­
acter images recognized as the same JIS code
are grouped into clusters.

In each of those HTML files except the first one,
for every character position (either a JIS code or an



Figure 7: The details of text recognition results.

image), a hyperlink to its OCR file is provided so
that its OCR result can be examined by clicking a
mouse on it.

The OCR file of a character is also in HTML. In
the file, the character image is extracted from the
block image and saved in GIF format; the classifica­
tion result is also saved in a HTML file.

The Netscape browser provides a mechanism to
have several frames simultaneously inside its win­
dow. Each frame can display an individual HTML
file. Using the browser, a homepage for JOCR re­
sults was designed with three frames: the TOC
frame, the OCR frame and the MAIN frame (see
Figure 9). The top one is the TOC frame which has
a table in which each entry is a hyperlink to one of
six HTML files described above. The left bottom
one is the OCR frame which is used to display the
recognition result for a character. The right bottom
one is the MAIN frame which is designed for dis­
playing one of the six HTML files defined above. By
clicking on a hyperlink in the TOC frame, the linked
file will be displayed in the MAIN frame; by clicking
on a hyperlink in the MAIN frame, the linked OCR
file will be shown in the OCR frame [13]. 1

Activated by selecting the entry SymboLor.Jmage
in the TOC frame, a hybrid HTML file for OCR re-

IThe HTML pages presented in the paper can be
found at http://www . cedar. buffalo . edu/JOCR/HiML-demo/
w95.html2.frm.html. More demonstrations for various
Japanese and Chinese document pages can be located at
http://www.cedar.buffalo.edu/JOCR/HiML-demo/index.html.
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sults can be displayed in the MAIN frame (see Fig­
ure 9). Here, each character is either a JIS code
or an image. For this text block, most characters
are in JIS because their OCR confidence scores are
high. For those characters with low OCR confidence,
their original images are displayed. Obviously, those
positions where images are placed usually have seg­
mentation problems or recognition errors. Although
there are many segmentation and recognition errors
in the OCR results which make the JIS code text
difficult to read, the content in the hybrid repre­
sentation is quite readable and not much informa­
tion is lost because of recognition errors. H the user
wants to correct those errors, he can load the hybrid
HTML file into an HTML editor (such as HotMetal
from SoftQuad, Inc or the WYSIWYG editor which
is embedded in the Netscape's Navigator Gold for
Windows 95 and NT) and replace those images with
their equivalent JIS code.

Experiments on visual contextual analysis have
been conducted in our system [12]. In the simplest
case, character image clustering is performed. After
image clustering, images which are visually equiva­
lent will be grouped as clusters. Image clustering re­
sults can be converted into HTML format, as shown
in Figure 10 (a). By browsing this page, accuracy
and efficiency of the clustering method can be eval­
uated. Because each image in a cluster is also a hy­
perlink to its OCR file, by checking the OCR result
of every character inside a cluster, we can examine
whether the recognizer runs consistently on visually
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Figure 8: Integrating the JOCR system with the Internet/Intranet.

similar images.
Similarly, clustering based on OCR results is also

very useful for fast error correction [1). The MAIN
frame of Figure 10 (b) shows the clustering result for
the example block. All images which are recognized
as the same character are grouped together.

It is easy to modify the Perl script when the ap­
pearance of an HTML page needs to be changed. In
our experiments, performance of character segmen­
tation, character recognition and image-based clus­
tering were evaluated. New scripts for converting
OCR results to HTML files can be designed rapidly
when some other aspect of OCR performance needs
to be studied.

OCR transforms a given document from its image
representation into its symbolic representation. Af­
ter this process, we obtain a text document which
is electronically searchable, indexable and reusable.
However, the transformation is error-prone. There­
fore, if we just save the pure text document gener­
ated by the OCR process, the text may have many
errors. Without referring to the original image rep­
resentation from which they were derived, some of
those errors may not be recoverable. As suggested
by our experiment shown in Figure 9, a hybrid docu­
ment which combines a symbolic representation and
an image representation may relieve the problem.
Such a hybrid document in HTML is searchable and
also error-recoverable. If we represent an OCRed
document in such a hybrid format, OCR errors will
not have much negative effect on the human reading
process. Therefore, the hybrid HTML can be recom­
mended as an ideal format for OCRed documents in
an online digital library [24).

Our Japanese OCR system is designed to recog­
nize the first level of Kanji in the JIS code. When
characters from the second level of the JIS code are
encountered, OCR results for those characters will
always be incorrect. It is best to keep those charac­
ters as original images so that the text will still be
readable with a browser [15, 13).

Document images can be edited after segmenta­
tion. Usually this needs a specially designed GUI
program [4]. An HTML file browser or editor can
work for this purpose, as we have shown in our
experiments. For a text block image, after char­
acter segmentation, a sequence of character images
arranged in their original linear order can be ren­
dered as readable as the original image, and differ-

ent markup instructions can be applied. This kind
of image-based document reconstruction can be very
useful. We conducted another experiment to recon­
struct documents more efficiently. For a Japanese
document, usually there are many visually equiv­
alent character images (as we have shown in our
image-based clustering experiment). After image
clustering, those visually equivalent character im­
ages can be viewed as the same image at different
positions. Therefore, when the document image is
reconstructed, we do not have to paste every image
to its position. Instead, for those equivalent charac­
ter images, a prototype can be generated to repre­
sent all of them at different positions [15, 13].

7 Conclusions and Future Directions

The Japanese OCR system, Cherry Blossom, has
been designed to recognize Japanese documents dig­
itized at low resolution such as 200 ppi. A wide va­
riety of Japanese document images extracted from
newspapers, journals, facsimiles and other sources
have been used in the development and testing of
this system. Results of character classifiers using
CEDAR's Japanese character database have been
presented. Experiments on Internet-based system
evaluation is also reported. we focused on using
HTML to evaluate performance at the block level.
Experiments can be generalized to use HTML for
physical/logical layout analysis. In this framework,
we use hyperlinks and image-embedding functions
provided by HTML to integrate components of the
OCR results with components of the text image to
overcome the difficulties of OCR performance evalu­
ation and error correction. In the general paradigm
of multivalent documents [31], we will extend the
approach to tackle more sophisticated problems in
visual document recognition.

More efforts will be directed towards further im­
proving each module of the system and benchmark­
ing of the performance of the system.
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Abstract
PENMAN is an end-to-end system for reading

handwritten page images. Five functional modules
are defined in the system: (i) pre-processing, which
concerns introducing an image representation for
easy manipulation of large page images and im­
age handling procedures using the image represen­
tation, (ii) line separation, concerns extracting im­
ages of lines of text from a page image, (iii) word
segmentation, concerns locating word gaps within a
line of text obtained efficiently and in an intelligent
manner, (iv) word recognition, concerns handwrit­
ten word recognition algorithms, and (v) linguistic
post-processing, concerns incorporating natural lan­
guage knowledge to filter confusion cases and im­
prove recognition performance. The functional mod­
ules have been developed for dealing with the diver­
sity of handwriting in its various aspects with a goal
of system reliability and robustness. The system,
written in C, has about 30,000 lines of code, and
takes less than one minute on a SVN Spare 20 to
process an 8.5 in x 11 in page scanned at 300 dpi
binary.

1 Introduction

There have been many efforts in the past in the
recognition of handwriting. Most have focused on
dealing with isolated units, such as characters and
words [1-3]. Recognition of unconstrained handwrit­
ten page images has been a challenge because of the
diversity of handwriting in many aspects, such as
writing styles, inconsistent spacing between words
and lines, and uncertainty of the number of lines in
a page and the number of words in a line.

This paper is a status report of an end-to-end
system, PENMAN, which is being developed at
CEDAR for reading handwritten pages [4]. The sys­
tem includes functional modules that have been de­
veloped in CEDAR for handwriting recognition re­
searches, and newly developed algorithms to handle
the page images effectively. The functional mod-
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ules are: (i) image pre-processing, (ii) line separa­
tion, (iii) word segmentation, (iv) word recognition,
and (v) linguistic post-processing. Each module is
designed to deal with the real problem of handling
handwritten page images effectively. Preliminary re­
sults are promising in both accuracy and speed as­
pects.

The paper is organized as follows: Section 2 de­
scribes overview of the PENMAN. Section 3 explains
details of each functional module defined in the Sec­
tion 2. Section 4 is on the preliminary experimental
results and Section 5 provides summary of the pa­
per and future work. A GUI version of the system
is briefly introduced in the appendix.

2 System overview

Figure 1 shows the overall flow of the PENMAN sys­
tem. Inputs to the system are a handwritten page
image, a lexicon for the word recognizer, and a cor­
pus for the linguistic post-processor. Outputs of the
system are post-processing results of each line and
word recognition result of each word segment along
with the corresponding images.

After a page image is read, the binary image is
converted into chain code representation for effi­
cient manipulation without loss of shape informa­
tion. Line separation module locates lines of text
from the page image and splits lines when lines
are touching. A clustering algorithm based on lo­
cal maxima and minima points extracted from the
components is applied for the purpose. Image pre­
processing is performed on each line of text image
separated, and includes slant correction, noise re­
moval and smoothing contours. Word segmentation
module interprets and locates gaps between words.
Because range of the number of words in a line is
wide, in contrast to other applications (such as street
name interpretation in postal addresses), accuracy of
the module is the crucial factor which determines the
entire system performance in terms of both accuracy
and speed. Word recognition inputs a word segment
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Figure 1: System flow of PENMAN

at a time and matches the image against entries in
the lexicon. Top choices of the recognition result are
saved along with their confidences. Linguistic post­
processing module picks up most appropriate words
from the top choices of the word recognition result
by looking at the recognition confidence and linguis­
tic information so that the recognition performance
in a sentence level can be improved.

Following section describes more details of each
functional module shown in Figure 1.

3 Functional modules

Techniques developed in CEDAR over several years
have been applied to build the PENMAN. Most of
the techniques were aimed at postal address inter­
pretation [5]. Therefore, many of the techniques
were needed to be modified to suit the requirement
of the PENMAN. In addition, new algorithms were
developed to integrate the modules effectively and
make the system reliable and fast. This section de­
scribes the key ideas of each functional module.
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(a) (b)

(c) (d)

that works on address blocks has been modified for
the purpose.

The algorithm uses the idea that the baseline of
a handwritten line is well-defined. People write on
an imaginary line on which the core of each word of
the line resides. This imaginary baseline is approx­
imated by the location of the local minima points
from each component. A clustering technique is used
to group the minima of all the components to iden­
tify the different handwritten lines.

1. Identify all meaningful components in the im­
age, ignoring components that are likely to be
noise or camera artifacts.

3.2 Line separation
Lines of text must be first separated before any
recognition can proceed. A line separation algorithm

Figure 2: Pre-processing: (a) contour representation
of an image, extraction of upward (b) and downward
(c) vertical lines, (d) correction of x-coordinates
based on the estimated angle, (e) connecting broken
points. (f) smoothing contours

4. Using average component height as a useful
measure of probable distance between neighbor­
ing clusters, begin clustering of the minima from
the left side of the image. A new cluster is cre­
ated when the next minimum is farther than the
average component height from all currently ex­
isting clusters.

2. Find all extreme points (maxima and min­
ima) contributed by each meaningful compo­
nent. The average y-value difference between
consecutive maxima and minima is taken to be
the component height (Figure 3(b)).

3. Sort all minima by x-value.

7. Post-processing is necessary to deal with in­
dividual components that contribute minima
points to more than one cluster. Decisions
must be made to assign components to line­
groups based on their contributions of minima
points. In some cases, a single component must
be forcibly split into two or more components,
each of which is then assigned to the appropri­
ate line-group. This can happen, for example,
when a descender from a character in one line
touches a character which belongs to the line
below (Figure 3(c)).

6. Combine information from both the left and
right clusterings. If the left and right cluster­
ings produce the same number of clusters, and
membership of each cluster is the same in both
the left and right clusterings, the clusters are
final. If there is disagreement, a combination
strategy is employed.

5. Repeat the clustering from the right side of the
image.

Figure 3 shows the different steps in line separa­
tion.

(f)(e)

3.1 Pre-processing
Dealing with big size input images is a serious con­
cern. For example, image size of a US letter size
(8.5in x Uin) with 300 dpi(dots per inch) resolu­
tion is 8.4 Mbyte! Therefore, we need to introduce
an image representation which capable of reducing
the amount of data to be processed without loss of
shape information. We have chosen the chain code
scheme among the several image representation ex­
isting [6].

Once the input image is converted into chain code
representation, all subsequent image handling pro­
cedures are needed to be developed using the im­
age representation to take full advantage of the con­
version. The following three functional modules in
the system, including line separation, word segmen­
tation and word recognition, work with this image
representation.

Pre-processing steps applied to the system are
noise removal, slant correction and smoothing chain
code contours. Figure 2 shows the steps applied.

Details of the processing steps using the image
representation are in [7].
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Figure 3: Line separation procedure - (a) a part of handwritten page image, (b) locating extreme points (dots)
on contours, (c) line-groups after clustering, and (d) line segmentation result with different intensity

3.3 Word segmentation

Most recognizers are developed under the assump­
tion that the separation is not an issue and focus
on the recognition of isolated units (a character or a
word). However, correct segmentation of the units
without recognition is crucial in the implementation
of the page reading system. Without feedback from
recognizer, it is almost impossible to locate correct
word gaps in the fields of handwriting interpreta-
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tion. Therefore, the word segmentation performance
is directly related to the performance of the system
in terms of both speed and accuracy.

Few papers have dealt with the word segmenta­
tion issues and most of them have focused on identi­
fying gaps using only geometric distances between
connected components [8, 9]. It is assumed that
gaps between words are bigger than the gaps be­
tween characters. However, in handwriting, excep-
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Figure 4: (a) A sample text image with 3 sentences. (b) Word segmentation results of the new algorithm
- most probable word gaps are located using a neural network without any word hypothesis (segment 1 in
line 3 is under-segmented). (c) A conventional method - based on gaps between components and combining
them together to avoid missing true word gaps (numbers next to the boxes represents the beginning and the
ending connected component numbers).
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tions are common place.
We have developed an intelligent word segmen­

tation algorithm which incorporates cues that hu­
mans use and does not rely on using only the sim­
ple one-dimensional distance information. Gaps be­
tween character segments (a character segment can
be a character or a part of character) and heights
of character segments are used in the algorithm. In
addition, to locate a word break, we use two consecu­
tive intervals and more than two consecutive heights.
A neural network is trained using the information
extracted from training images (Figure 5).

More details for the algorithm can be found in [10].

Figure 5: Structure of the neural network used for
the word segmentation: inputs to the network are
extracted from character segments

Twenty page images were collected and used for
training the neural network. Each line image sepa­
rated was fed to the training module and true word
gaps were located manually. 18,211 training pat­
terns were collected from the training images.

A sample image extracted from a page image is
shown in Figure 4(a). In general, the word segmen­
tation problem is more difficult when the script has
discrete writing style rather than cursive one. Locat­
ing correct word gaps from line images in the sample
text image is a real challenge (without any help from
recognition). As shown in Figure 4(b), our new algo­
rithm locates the most probable word gaps using the
trained neural network without any word hypothe­
sis. Figure 4(c) illustrates a conventional approach
to deal with the problem. All possible word hypothe­
ses are generated to avoid missing true word breaks
and sent to the recognizer. As we can see in the
example, when the gaps between words and char­
acters have no significant difference, the problem is
non-trivial in the conventional approach. Words in
boxes are the words we want to look for.

Significant decrease in processing time has been
observed as fewer word segments need to be recog-
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nized consequently fewer sentences need to be passed
to the linguistic post-processor. (Timing profile
shown in Section 4 indicate that the word recogni­
tion and the linguistic post-processing modules con­
sume more than 70 percent of the entire processing
time.)

3.4 Word recognition

Implementation of a fast handwritten word recog­
nizer has been a challenging task in many real ap­
plications. The common design issues in developing
a fast recognition system are: (i) implementation of
efficient image processing routines and (ii) develop­
ing an appropriate matching algorithm.

The word model recognizer (Figure 6) is the one
designed to meet the requirement. We used a chain
code representation for efficient image handling. All
image handling procedures such as normalization,
segmentation, and feature extraction are performed
on this representation. The reduction in data allows
for a significant speed improvement. On the other
side, the matching is efficiently designed to handle
the large dimensional feature vectors which repre­
sent shape description of characters in a word. The
recognizer employs a lexicon driven approach. The
lexicon is introduced in early stages of the recogni­
tion process - an input word image is compared with
only those words present in the lexicon.

Also, the concept of variable duration, which is
obtained from character segmentation statistics and
used for determining the size of matching window
during the recognition is used in the recognizer. The
variable duration maximizes the efficiency of the
lexicon driven recognition scheme in terms of both
speed as well as recognition accuracy.

Details on the recognizer are described in [11].

3.5 Linguistic post-processing

Post-processing models are unavoidable for applica­
tions such as phrase recognition and sentence recog­
nition. Handwriting recognizers output a list of word
choices with their scores for each input word posi­
tion. The use of natural language knowledge is to fil­
ter confusion cases from the recognition results and
improve overall recognition performance. Figure 7
shows a typical case the post-processing can improve
sentence level recognition result.

The Human Language Technology group at
CEDAR is involved in developing algorithms to solve
the "graph search problem". A variation of the mod­
els is incorporated into the PENMAN. More details
on the models being developed in CEDAR can be
found in papers published by the group [12, 13].
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Figure 6: Overall structure of the word model recognizer(WMR)
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wordrecognition results
the:O.39 fram:O.39
she:0.39 floor:O.38
like:0.36 for:0.38
we:0.3l fun:0.35
line:0.31 fear:0.35

need:0.62
needs:0.56
field: 0.52
meet:0.48
area:0.48

to:O.31 in:0.52
tv:0.25 is:0.45
is:0.23 on:0.39
as:0.18 be:0.38
ps:0.16 led:0.33

replaced:O.52
ruined:0.40
walked:O.39
placed:0.39
married:0.37

cOII\Pletely:0.47
butterfly:O.34
military:0.34
immediately: 0.33
directly:0.33

post-processing results
1. the floor needs to be replaced completely : -54.328
2. the fun needs to be replaced completely: -54.367
3. the floor area to be replaced completely: -54.379
4. the floor needs to be replaced directly: -54.484
5. the fun needs to be replaced directly: -54.522

Figure 7: An example of post-processing that improves sentence level recognition: bold-faced words in the
word recognition results show that truth of each word is not always top choice, but the post-processor chose
the correct one as the top choice.
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4 Experiments and results

A set of preliminary test result was collected to eval­
uate the performance of the system and measure the
speed. Performance of the post-processing module
was not evaluated because the module needs further
development.

4.1 Image database
Twenty page images written by different authors
were used for the evaluation (the images are differ­
ent from ones used for training the neural network
in Section 3.3). The database consists of scanned
handwritten pages obtained in the process of collect­
ing an on-line database [14]. The images are scanned
at 300 dpi.

4.2 Timing analysis
Because each page image contains different number
of lines and words, we chose a typical page image
with discrete writing style as shown in Figure 8. Ta­
ble 1 shows the timing profile of the system for the
page image. It should be note that the time taken
for loading data (such as lexicon and corpus) can be
subtracted from the total processing time because
the data files are common to all images and do not
need to be loaded every time.

Module time (sec) percent
Reading image 1.65 3.0
Loading data(1ex, corpus) 8.38 15.3
Chain code generation 1.98 3.6
Pre-processing 0.36 0.7
Line separation 0.40 0.7
Word segmentation 0.85 1.6
Word recognition 23.69 43.3
Ling. Post-processing 17.42 31.8
Total 54.73 100.0

Table 1: Timing profile of the system for a typical
page image shown in Figure 8 with 300 dpi resolution
(measured on a Spare 20 platform).

Size of the lexicon used for the word recognizer is
about 1,600 and the lexicon contains all words ap­
pear in the image set. Top 5 choices of each word
recognition result were passed to the post-processing
module. IT we increase the number of choices, the
processing time of the module also increases expo­
nentially.

The efficiency of the image handling routines we
have developed can be observed from the timing pro­
file. Only less than 10 percent of the processing time
was consumed by the image handling modules (chain
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code generation, pre-processing, line separation and
word segmentation).

4.3 Performance analysis
Table 2 shows performance of the line separation,
the word segmentation, and the word recognition
for each image. Performance of the line separation
and the word segmentation modules are very promis­
ing. It must be noted that the word segmentation
scheme we applied for the evaluation has no word
segmentation hypothesis for taking care of any pos­
sible overlunder-segmentations.

5 Summary and future work

A complete end-to-end system for reading handwrit­
ten page image has been implemented. Each func­
tional module integrated into the system has been
designed to suit the requirement of the PENMAN.
The preliminary evaluation results are promising.
The entire processing time for a typical page im­
age scanned with 300 dpi is less than a minute on a
single Spare 20 platform.

For further improvement of the system, the fol­
lowing issues are being considered:

• image handling scheme: Chain code, the image
representation used in the PENMAN system,
provides us many advantages in terms of imple­
menting a faster system due to its reduced data
size without loss of shape information. How­
ever, because of its one dimensional structure,
implementation of some of the image handling
algorithms is not simple. An alternative image
representation, which can minimize the prob­
lem but still provides big data reduction, is to
be considered.

• line separation: The version of line separa­
tion algorithm integrated into the system has
originally developed for separating lines from
address blocks in envelops which are smaller
than ordinary page images. Therefore, some
problems have been observed when longer and
skewed lines are processed. A natural learn­
ing algorithm based on Hough transform has
been being considered as a solution to separat­
ing lines from general text images. Collecting
additional information that can be used for ap­
proximation of imaginary baseline, in addition
to the local minima points from each compo­
nent, is being considered. The local minima
points often mislead the clustering process when
long descenders and touched lines are present.

• word segmentation: Because the preliminary
evaluation result of the neural network based
word segmentation is very promising, several



image no. of no. of lines no. of no. of words no. of words recognized writing
number lines separated words segmented top 1 top :l-1O style

0001 26 26 100.00 167 166 99.40 125 75.30) 158 95.18 discrete
0007 28 26 \92.86 170 163 95.88 124 76.07) 152 93.25 discrete
0028 20 20 100.00 202 172 85.15 51 29.65 124 72.09 cursive
0036 27 27 100.00 150 137 91.33 70 51.09 114 83.21 mixed
0051 25 21 84.00 145 137 94.48 88 64.23 115 83.94 mixed
0055 22 20 90.91 172 172 (100.00) 104 60.47) 137 79.65 mixed
0063 27 27 100.001 196 191 97.45 113 59.16) 152 79.58 mixed
0072 17 15 88.24 93 91 (97.85 28 30.77 59 (64.84 mixed
0077 28 24 85.71 165 150 90.91) 77 51.33 115 76.67 cursive
0093 27 23 85.19 205 200 97.56) 107 (53.50) 150 75.00 mixed
0104 22 20 90.91 97 79 81.44 48 60.76 73 92.41 discrete
0118 22 22 100.00 75 69 92.00 47 68.12 52 75.36 discrete
0123 16 16 100.00 88 84 95.45 36 42.86 58 69.05 cursive
0126 20 20 100.00 168 166 98.81 110 (66.27) 147 88.55 mixed
0128 17 17 100.00 117 106 90.60 78 73.58 93 (87.74 discrete
0132 27 27 100.00 165 165 (100.00) 67 40.61 110 66.67) cursive
0136 3 3 (100.00) 15 14 (93.33) 10 71.43 13 (92.86 discrete
0137 27 27 100.00 147 146 99.32) 79 54.11 112 76.71 mixed
0144 18 18 100.00 151 139 92.05) 51 36.69 95 (68.35 mixed
0166 10 10 100.00 72 60 (83.33) 37 61.67 52 (86.67 cursive
Total 429 409 (95.34 2760 2607 (94.46) 1450 (55.62) 2081 (79.82)

Table 2: Performance of the system - line separation, word segmentation and word recognition

approaches to enhance the performance and to
resolve some problems in the current scheme
can be considered. When a line contains a sin­
gle word and its writing style is discrete, the
algorithm tries to segment the word based on
the information collected from the line. Incor­
poration of global information from nearby line
images for such short line images should be con­
sidered as a solution. Behavior analysis of the
neural network can give clues on which segment
needs to be further segmented and which seg­
ment needs to be combined. In addition to
the inputs selected for the neural network, ex­
ploration of selecting more effective features is
needed.

• word recognition: As the word segmentation
and the line separation schemes are being devel­
oped, the importance of reliable character seg­
mentation scheme is increased. Modification of
the current character segmentation algorithm so
that it can be shared by the word segmentation
and possibly the line separation algorithms is
being considered. Benefit of sharing the seg­
mentation scheme will bring improvement in
processing speed and provide easy expansion of
the system when necessary. Punctuation prob­
lem has been ignored in the single word recog­
nition domain, but is unavoidable in sentence
recognition. Ways to handle punctuation marks
should be researched.
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• linguistic post-processing: It has been noted
that the post-processor that is being developed
is failing because the probabilities of score given
word are based on a simulator program that
is not matched well to the actual behavior of
the word recognizer. In order to improve the
post-processing performance we need extensive
effort in many areas. In order to train the post­
processor to integrate scores correctly, recog­
nizer data for many word images is needed.
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Appendix: Graphic User Interface

For evaluation and debugging purpose, we have de­
veloped a GUI version of the system. We used
Tcl/Tk because of its easy interface to the system.
Each functional module has been modified to pro­
duce intermediate files. As the program proceeds by
clicking buttons on the screen, the files are displayed
by the tool.

A message line is provided to guide the operator
at the bottom of each window.

Figure 8 shows a line separation result of a typi­
cal page image. Different colors are assigned to the
separated lines.

A line can be selected by clicking the line or the
box in the beginning of the line with the same color.
Word segmentation result of the selected line is dis­
played with (red) bounding boxes (figure 9).

After the word segmentation, word recognition is
performed for all word segments identified. By click­
ing a box, word recognition result of the segment is
shown as Figure 10.

By clicking the post-processing button (after the
word recognition), most probable sentences deter­
mined by the module is displayed on the screen with
the corresponding scores (Figure 11).

Any other line can be chosen at any point of the
above procedures.
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Figure 8: A typical page image after the line separation: small square in the beginning of each line represents
the line and is used for selecting the line for the subsequent operation.

Figure 9: A line was selected from the image shown in Figure 8 and the word segmentation algorithm was
applied. Boxes represent the word segmentation result.
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Figure 10: After word recognition, recognition result of a word(segment) is shown by clicking a box in
Figure 9.

Figure 11: Post-processing result of the line shown in Figure 9
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An Extension of Illuminator for Chinese and Korean OCR
Applications

Robert Thibadeau
School of Computer Science
Carnegie Mellon University

rht@ri.cmu.edu

Abstract

We will report on our work in Chinese and Korean OCR by showing how we have
extended the RAF Illuminator software to include the Chinese and Korean pattern
recognition systems. We will discuss hard problems of Korean OCR.

Developing an OCR system requires interactive tools as well as an environment in
which the various system components can be tested and refined as components of a
whole system. We have experimented with utilizing Illuminator as the base for such a
system configuration. The goal is to achieve a versatile platform which facilitates the
development of ground truth and training data sets, facilitates assessment of multiple
component configurations such as the use of staged classifiers, and, finally, permits use of
the components in an end-to-end, scan-to-finished text, workstation environment that
supports newspaper scanning as well as conventionally sized paper this. This report will
provide a description of our implementation, http://www.ul.cs.cmu.edu/software/illuminator,
and appraisal.

Finally we will show and discuss a web based system under development in a separate
project in coordination with scanning and conversion efforts underway with the National
Academy Press that we term the CMU book object (http://www.ul.cs.cmu.edu/search).
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An Off-Line Arabic Recognition System for Machine­
Printed Documents

J. Trenkle A. Gillies
S. Schlosser

Environmental Research
Institute of Michigan
P.O. Box 134001

Ann Arbor, MI 48113-4001

Figure 1. A Page of Faxed Arabic Text

Another problematic feature of Arabic
script is the frequent use of ligatures, in
which two (or more) adjacent characters
are written as a third, entirely different,
character. Clearly, character-level

Abstract
This paper will discuss all aspects of a

high-performance recognition system
for machine-printed Arabic text. The
system accepts any page image and first
verifies that the page contains only
machine-printed Arabic text - any other
character sets or handwritten material is
rejected. Other qualities of the image
such as aspect ratio/resolution, quality,
and orientation/skew are determined
and corrections are made as necessary.
All structures such as figures, pictures,
charts, and lines are removed from the
resampled, re-oriented and despeckled
image. The remaining text is then
decomposed into regions which are
further broken into lines of text. The
lines are normalized to a fixed height,
segmented into words and these words
are recognized using lexicon-based
approaches. The individual algorithms
developed for processing Arabic pages
and recognizing Arabic text in this
scheme will be discussed.

1 Background
The task of recognizing Arabic text
imagery poses difficulties that are not
encountered when attempting to
recognize text written using the Latin
alphabet. Machine-printed Arabic
differs from European languages in that
it is exclusively a script language; as
with cursive handwriting, there is
typically no separation between the
characters in a word. The absence of
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character separation in
makes it very difficult to
approaches based on
segmentation.

Arabic text
use recognition
character-level
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segmentation cannot be performed on
two characters written as a ligature.
Other problems which hamper efforts to
recognize Arabic text include the
potential presence of diacritical marks
in the written text; the large number of
characters that have associated dots
whose size is in the range of speckle and
noise; the presence of Kashidas, the
stretch character, which is used for text
justification and has no inherent
meaning; the fact that between-word
spacing is inconsistent and is often in
the same range as intra-word spaces; and
finally, grammatical practices in the
Arabic language in which prepositions
and determiners may actually become
part of the word. Figure 1 shows a
complex page of Arabic that has been
faxed.

Another aspect of the problem, beyond
the idiosyncrasies of Arabic text, lies in
the fact that this system has been
designed to tackle the entire gamut of
Arabic text with respect to quality,
resolution, font variability, page layout
and media - any incoming page must be
handled appropriately. What makes the
situation even more challenging is that
this must be done in a fully automated
fashion with absolutely none of the user
interaction common in most traditional
OCR systems.

In the next section we discuss the
algorithms employed in processing and
recognizing pages of Arabic text using
segmentation-freetechniques.

2 System Concepts and
Architecture

Our system for Arabic text recognition
utilizes many concepts that may be
generalized to the recognition of other
machine-printed or handwritten text,
notably the whole-word, segmentation­
free approach to recognition. However,
it is abundantly evident that to attain a
high accuracy recognition system for
any language it is necessary to focus on,
adapt to, and exploit those properties of
the language that will benefit various
aspects of the processing including page
decomposition, text segmentation and
recognition. No system that claims to be
able to handle many disparate languages
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will ever achieve the same performance
as a tightly-coupled system that has been
designed specifically to deal with one
language at all levels. This notion has
been the driving force behind the
design of our Arabic text recognition
system.
The Arabic recognition system is
designed to accept any input image in
TIFF format and process it appropriately

e.g., if the image contains any
machine-printed Arabic text this will be
extracted and recognized. If no Arabic
text is detected the image will be
rejected. The system has the capability of
processing grayscale or binary images
as necessary. The input data may be
faxed, photo-copied, scanned or produced
electronically. Any resolution, typesize
and quality of input is handled to the
degree possible. No assumptions are
made about page orientation or
resolution; information about the page is
automatically detected and applied in the
recognition process.
Typically, a page is sent to the Arabic
recognition system and processing is
initiated. First it is determined whether
the page is binary or grayscale. If it is
grayscale, it is binarized. Next an
assessment of page type and quality is
performed. Page type can be newspaper,
magazine, business document or plain
text. The page may have also been copied
or faxed. If a fax banner is detected, the
banner is removed, and any Latin text is
recognized and saved. At this point it is
appropriate to perform the removal of
low levels of speckle and noise. If the
page type is Fax and it was sent in the
low resolution mode (which is 198 dpi
per row, but only 96 dpi in the y­
direction) this is detected and rows are
replicated in order to make the aspect
ratio 1.
Next, we determine the major orientation
of the page, i.e., whether it is rightside
up, upside down, sideways to the left, or
sideways to the right. The assessment of
orientation is with respect to any text
present in the image. Once the page has
been re-oriented, a finer determination
of the s k e w of the image (± 4 5°) is
determined using the Hough transform
and the image is resampled.



At this stage we have an image which is
properly aligned. It is then determined
whether this page contains Arabic text
and whether that text is machine­
printed or handwritten. If the page does
not contain any Arabic it is rejected,
otherwise structured noise such as lines
and pictures are removed from the
image. The cleaned page is then
decomposed into zones of text which are
then broken into lines and words.
Once word images have been extracted
from the input image, they are passed
into one or more of the recognition
subsystems. If more than one subsystem
is applied, then recognition results are

the image or the presentation of the
processed image for segmentation. The
detection, correction and removal stages
involved in this subsystem are as
follows:

1) Bits-Per-Pixel

2) Foreground/ Background

2) Page Type

3) Resolution/Aspect Ratio

4) Orientation/Skew

5) Image-Domain Alphabet

6) Machine-Print vs. Handwritten

7) Structured Noise

An incoming image is first subjected to
various simple tests to deal with the

Page of
Arabic
Text

Resolution Detennination
Orientation and Skew Correction
Noise Removal
Page Decomposition
Line Segmentation
Line Normalization
Word Segmentation

IOv~~enmtionl.,.r ~

Result
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Figure 2: Summary of Arabic Recognition System Architecture

combined using a decision strategy to
produce a single recognition response.
Figure 2 outlines the architecture of the
Arabic recognition system.

2 • 1 Preprocessing Subsystems
The preprocessing module consists of all
modules which extract information
about the incoming image, normalize
various aspects of the image, clean noise
and culminate in either the rejection of

image appropriately. First, a histogram
of the image is examined to determine
whether the image is binary or 8-bit
grayscale. If it is grayscale, the image is
reduced to binary using a locally
adaptive thresholding technique. If the
initial image is binary, we examine the
ratio of background to foreground pixels
in order to guarantee that the pixels
representing background are zero and
those representing text are nonzero.
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Next we determine whether or not this
page has been faxed. This is done by
searching for the fax banner that
usually occurs at the top of a page and
has other distinct characteristics such as
fairly consistent height and fixed-pitch
Latin characters. If it is determined that
the page is Fax, then a check is made to
see whether this page was sent in low
resolution mode, which alters the aspect
ratio of text. This is done by examining
the connected components from the
image that are approximately the size of
characters or small subwords. These
segments are fed into a neural network
that has been trained to discriminate
between segments (at any orientation
which is a multiple of 90 degrees) that
have a normal aspect ratio and those that
have an aspect ratio of 1:2. A vote is
taken over all collected segments and the
majority defines the aspect ratio of the
page. If the page is determined to be low
resolution, the page is upsampled in the
y-direction, not simply by row
replication, but using an algorithm
designed to make the text more amenable
to recognition processes.
Once the aspect ratio of the page is
known to be 1:1, a page-level feature
vector is extracted that is sent to a neural
network which is trained to distinguish
those pages with simple layouts from
those with more complex layouts. A
simple page consists of a single column
of lines of text which are easily
segmented; complex pages have multi­
columns, figures, lines, charts, etc., that
require more processing to handle.
Next, another neural network which has
been trained to discriminate between
segments presented at the four
orientations of 0, 90, 180, and 270
degrees, is used on the connected
components and a vote is taken to
determine overall orientation. If the
orientation is nonzero, then the page is
rotated. Then a determination of fine
skew is initiated using the Hough
Transform to determine if the image still
slightly askew. Any detected skew is
corrected and the image is resampled
and cropped. At this point, the image is
rightside up, text is aligned horizontally,
and the resolution is correct.
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Because a recognition system is
potentially just one part of an overall
multi-lingual recognition capability, it
is important to know that each actually
contains the type of text that it was
designed to recognize. Before going any
further, the system attempts to discern
that the script or alphabet used in the
page is, in fact, Arabic. This is again
done by using the powerful method of
analyzing connected components using
a neural network that has been trained
to recognize various major alphabet
classes including Arabic, Latin,
Ideographic (Kanj ilChinese/Korean)
and Cyrillic. if the majority of the
components on a page are not
determined to be Arabic the page is
rejected. Finally, we verify that the
Arabic text present on the page is
machine-printed, not handwritten, by
again using a connected component
approach with neural nets that
discriminate machine-printed vs.
handwritten Arabic.
The final stage of preprocessing is to
remove all the noise and structured
noise in the image and leave only text.
No is e may be speckle, junk induced in
the corners through photo-copying, etc.
Structured noise consists of non-text
items that may interfere with
segmentation and recognition such as
long vertical and horizontal lines,
figures, pictures, charts, etc. We use
run-length encodings of the image and
mathematical morphology techniques to
robustly detect and remove noise from
the image. The result of the
preprocessing stage is an image suitable
for segmentation into lines and words.

2 •2 Segmentation Subsystems
Weare now prepared to break the image
into text zones, individual lines, and
words.

2 •2 •1 Page Decomposition
Only pages whose page type has been
determined to be com p lex need to be
processed by the page decomposition
module. This module determines the
major typesizes of text occurring in an
image and separates the data into planes,
each containing a different size of text.



These p I an e s are then broken into
individual zones of paragraph-size using
horizontal and vertical projections.

2 . 2 . 2 Line Segmentation and
Normalization

This module takes an entire simple page
or the constituent zones from a complex
page and breaks these into lines. Our
language-specific line normalization
algorithm uses preliminary recognition
of un-normalized characters to estimate
the best choice of scaling factor, which
is then applied to the line as a whole. The
first step is to look for common isolated
characters and subwords in the
unnormalized line. The features used for
this initial recognition are different
than those used after normalization.
Statistics have been gathered for 24
characters, generating distributions of
expected placement of character tops
and bottoms with respect to the baseline.
Recognized characters are then
compared to these distributions to
determine the best scale factor for the
line as a whole.

2 . 2 .3 Word Segmentation
Normalized lines are then broken into
individual words for recognition. Word
segmentation is done by using image­
domain properties of Arabic text. Of most
value is the fact that Arabic text may be
broken into subwords which are defined
as components separated by horizontal
space. The concept of subwords arises
because of the six or seven Arabic
characters that are called non­
connecting in that they should never
connect to a stroke following on the left
Subwords always occur in a word with
embedded non-connecting characters.
Segmenting a line image of Arabic text
into subwords is much easier than word
segmentation. Given the fact that we
can accurately obtain the subwords from
a line, we utilize recognition capabilities
to enhance our ability to classify gaps
occurring in the word image as be twe en
words or withi n words. The process
entails considering each subword from a
line image and the adjacent gaps.
Recognized elements from the line allow
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us to more accurately categorize gaps
and thus segment words.

2 . 3 Recognition Subsystems
Each of the two Arabic recognition
subsystems uses a different approach to
recognizing word images without
character-level segmentation. The two
subsystems are referred to as the
oversegmentation system and the sliding
neural network system.

Figure 3: Segment Unions from
Oversegmentation Subsystem

2.4 Lexicon Use
Each recognition subsystem makes use of
a lexicon of known Arabic words to
constrain its recognition. The current
system uses a lexicon of roughly 50,000
words compiled from our truthing
efforts. Furthermore, this lexicon is
pruned for each word-image so that a
minimum number of possibilities need
be considered by the recognition
systems. Lexicon pruning has the
double benefit of improving the
recognition results and increasing the
speed of the system.
Pruning techniques have been
implemented and incorporated in the
Arabic system. Each of these methods is
essentially an abbreviated version of a



Figure 4: Illustration of Two-Level
Sliding-NetRecognition

constrain its search for the most
probable word hypothesis. An example
of the two-level application of sliding
neural nets with recognition-signals is
shown in Figure 4.

4 Recognition Results
The Arabic system performance was
gauged on a random subsample of recent
testing data. The system was run on
12455 words with full lexicon coverage
and a result of 81% word recognition
rate was obtained. This can be
extrapolated to an approximate rate of
96.5% character recognition. This test
assumes perfect word segmentation, but
another test was run which better
gauges the effect of preprocessing and
segmentation. This test measured the
recognition accuracy across 15 full
pages of Arabic text with incomplete
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3. Training Data
Each of the recognition subsystems was
trained on a set of data collected during
two data collection efforts. The first data
collection entailed roughly 700 pages of
Arabic text collected from 45 documents
from the University of Michigan's
Arabic library. The text was chosen to
include a range of fonts and sizes
including typewriter as well as type-set
characters. Digitization produced
varying degrees of noise quality,
encompassing both high quality and
noisy text. A second collection yielded
another 400 images or variable quality
binary data. The truth text for the data
was entered in Unicode.

full-scale recognition system. The
purpose of the abbreviated version is to
quickly eliminate words in the lexicon
which are unlikely to be the correct
choice, and let a full recognition system
discriminate between the remainder of
the choices.

2.3.1 Oversegmentation
The oversegmentation system is based on
the process of segmenting a word-image
at local extrema in the image contours.
Segmenting in this fashion breaks the
image up into pieces which are smaller
than individual characters. These
segments are combined into all possible
unions of one, two three or four
segments. Each of these unions is scored
by a neural net trained on whole­
character images, and these scores are
saved in an array. A dynamic
programming algorithm is then applied
to these scores to determine the best-cost
way to assemble those unions into a
spelling of a word from the word lexicon.
The word lexicon is pruned for each
word so that only a fraction of the
possible words need be tested in this way.
The word with the highest best-cost
dynamic programming score is
presented as the oversegmentation
system's top choice. Figure 3 shows an
array of segment unions created by the
oversegmentation system. The word
image from which the segments were
extracted is in the upper left corner of
the figure.

2 •3 •2 Sliding Neural Network
The sliding neural network system
utilizes neural networks in a two-stage
approach. The first stage is to detect
probable locations of character-centers
and the second is to recognize characters
at those probable locations. During both
stages, the neural network views a
window which slides across the word
image and produces a recognition signal
at each location along the image. This
technique obviates the need explicit
character segmentation. The character
hypotheses from the second stage are
then combined with the aid of a dynamic
programming algorithm, which uses a
pruned list of words from the lexicon to
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lexicon coverage and an average rate of
75% was achieved (95% character
recognition rate).

5 Status
Current work on the Arabic recognition
system is focusing on those areas that
seem to be most beneficial for continued
improvement. One of the most difficult
tasks in the processing of Arabic text is
in accurately breaking images of lines
of text into images of words.
Traditionally in text processing of Latin­
based languages, a statistical analysis of
the horizontal gaps occurring in a line
image has been adequate to separate
lines into words. In Arabic text, the
fundamental consistency present in
Latin script is lacking - gaps between
words and subwords may be of the same
order of magnitude whereas in Latin text
the difference between gaps within
words and between words is quite
evident. This inconsistency has lead to
the need for other approaches to word
segmentation that more successfully
utilize the characteristics of the Arabic
language. Another possibility is the use
of line-level techniques for overcoming
the errors inherent in Arabic word
segmentation.
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An automated system for numerically rating
document image quality

Michael Cannon, Judith Hochberg, Patrick Kelly, and James White
Los Alamos National Laboratory

Abstract
As part of the Department of Energy document

declassification program, we have developed a
numerical rating system to assess the quality of a
document image. The rating algorithmproduces scores
for different document image attributes such as speckle
and touching characters. We have found that our
quality measures are sufficiently meaningful that the
OCR error ratefor a document can be predicted from a
weighted sum of the measures. The predicted OCR
error rate will be used to screen documents that would
not be handled properly with existing document
processing products. The individual quality measures
indicate how a document image might best be restored.

1 Introduction
The Department of Energy has undertaken the
classification review of 337 million pages of legacy
documents dating back to the Manhattan Project.
Present plans call for the scanning of each document
into digital image form. Some documents are of good
quality, but the quality of others is degraded by
photocopying, FAXing, carbon-copying, and aging
fibrous paper. Automatically computed quality
measures will be used to determine which documents
can be successfully OCR'd and which must be first
digitally enhanced and how.

We find that we can gauge the accuracy of our
quality measures by using them to predict the OCR
error rate. We have analyzed both a sample corpus of
degraded documents that we produced ourselves by
repeatedly photocopying selected pages from a book,
and a small corpus of actual declassified DOE
documents.
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2 Data
In order to create a quality assessment algorithm under
controlled conditions, we first created a corpus of
documents spanning a range of graduaIly decreasing
document image quality. We did this by repeatedly
photocopying a page from a book, so that we had nine
versions of it, the original and eight following
generations. Each successive generation was
increasingly plagued with common attributes of lower
quality document images: speckle, fattened brush
strokes, and touching characters. We also created a
second set of degraded documents by repeatedly
photocopying a second page from the book in the same
manner, producing a total corpus of 18 documents.

We computed the OCR error rate (the percentage of
incorrect words) for each photocopy generation of our
two sets of documents. This was done using the Caere
OmniPage Pro OCR package and comparing its output
with the original page. We averaged the error rates of
the two document sets together, generation by
generation. As shown in Figure 1, the error rate
increased with each generation.

Our current DOE corpus consists of 144 declassified
DOE documents, their images, and OCR error rates".
The error rate distribution is summarized in the
histogram in Figure 2. This corpus represents
problematic documents, hence the unusually high OCR
error rates.

3 Quality Measures
We developed quality measures for the document
images through an analysis of our sample dataset of
photocopied images. We began by computing
histograms of the sizes of white and black connected
components for each of the nine photocopy generations;
sample plots of the zeroth and fifth generation
histograms are shown in Figures 3 and 4.

The documents were scanned by Prof. Nathan Brener,
LSD, and OCR'd by Prof. Tom Nartker, UNLV.
Prof. Nartker also computed the OCR error rates from
keyed text provided by Prof. Brener.
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Figure 1. OCR error rates for the nine generations of documents in our test corpus.
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Fig. 2. Histogram of the OCR error rates for the DOE corpus
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Figure 3. Histograms of black connected component sizes for the zeroth and fifth generation
photocopies of one of our sample documents. Annotation indicates portions of the histograms that

yield clues to the quality of the documents.
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Figure 4. Histograms of white connected component sizes for the zeroth and fifth generation
photocopies of the same document as that in Figure 1. Very small white connected components are

labeled as White Speckle.
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We observed several interesting features of these
histograms:

• The number of very small black connected
components increased with photocopy generation due
to the increasing incidence of background speckle.

• The number of very small white connected
components increased as white connected
components shrank in size due to the fattening of
black brush strokes, and as neighboring characters
began to touch and create still more small white
connected components.

• Black connected components greater than 600 pixels
in size occured as characters began to touch.

• The main lobe of black connected components,
initially centered at approximately 150 pixels in size,
broadened and shifted to the right as brush strokes
fattened.

Some of the corresponding degradations in the
images from which these histograms were computed are
shown in Figure 5.

White Speckle
Touching Characters (Small white connected component)

A-Vnod££i~tOa1fisSer~ to them~e
of the·- tWo ·_atda~~bUt:~ilot:;to ::th~· ventricular:
muscle;~S1Dip~~ neNesare·.~:
uted to these saine··ar. but·~·8ISo .to the ven­
tricular JnUsQl~•...::":"'!: .,,:,{..~;:-_.. '..·.~:~(BlaCk) Speckle

Figure 5 A sample fragment of degraded text, showing black speckle, white speckle due to
shrinking white connected components, and touching characters.

Based on these observations, we derived three easily
computed quality measures that quantitate the
decreasing quality of each photocopy generation. A
fourth one is derived from observing fragmented
characters in the corpus of DOE documents.

1. Black Speckle Factor (BSF). We count the number
of black connected components that are less than or
equal to ten pixels in size as a measure of the
amount of black background speckle in the
document image. This count includes periods and
dots over the letters i and j, a minimal perturbation.
We normalize the Speckle count by the total number
of black connected components in the image that are
greater than 100 pixels in size.

2. White Speckle Factor (WSF). We measure the
incidence of white connected components (actually
the increase in the number of very small white
connected components) using a method put forth by
Blando, et. al. l. We count the number of white
connected components that are less than or equal to
3x3 pixels in size, normalized by the total number of
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white connected components in the image. Blando
refers to this feature as the White Speckle Factor
(WSF), a term we have retained in this paper. We
limited our count of white connected components to
those less than 300 pixels in size.

3. Touching Character Factor (TCF). We count the
total number of black connected components greater
than 600 pixels in size. We normalize the count by
the total number of black connected components in
the image that are greater than 100 pixels in size.

4. Broken Character Factor (BCF). We count the
number of black connected components between 10
and 100 pixels in size along a line of text and
normalize it by the total number of black connected
components along the line.

The first three measures are plotted in Figure 6 as a
function of photocopy generation. The plotted numbers
are derived from our two sets of degraded documents,
averaged together generation by generation. The fourth
feature, Broken Character Factor, did not apply to our
sample corpus.
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Figure 6. The values of our three document image quality features, Black Speckle Factor (BSF), White Speckle
Factor (WSF), and Touching Character Factor (TCF), plotted over the nine generations of our document corpus.

For the DOE corpus, we calculated all four measures,
including the Broken Character Factor, because broken
characters were observable in these documents. We
computed their correlations with each other and with
OCR error rate. These are summarized in Figure 7. All
four measures correlated significantly with OCR error
rate, White Speckle Factor and Touching Character
Factor most strongly. Within the measures, the
strongest correlations were the positive correlation
between Touching Character Factor and White Speckle
Factor, and the negative correlation between Touching
Character Factor and Broken Character Factor. Both of
these are intuitively reasonable, as touching characters
create white speckles, and are the opposite of broken
characters. In addition, Black Speckle Factor was
correlated positively, though weakly, with White
Speckle Factor and Broken Character Factor.

Error BSF WSF TCF BCF
Error 1.00 0.22* 0.54*** 0.61*** 0.19*
BSF 1.00 0.17* 0.15 0.24**
WSF 1.00 0.34*** 0.13
TCF 1.00 -0.41***
BCF 1.00

Figure 7. DOE Corpus: Correlations among quality
measures and OCR error rate. Significance of p<0.5,
0.05, and 0.005 indicated by *, **, and ***.

4 OCR Error Rate Prediction

The significant correlations between quality measures
and OCR error rate suggested that the measures could
be used to predict the OCR error rate of a document
image. A good prediction would demonstrate the utility
of the quality measures.

We hypothesized that a linear combination of the
three measures would be an effective error rate
predictor. That is, for the photocopied dataset (where
BCF does not apply),

OCR error rate =a-BSF + 13WSF + o·TCF + y, (1)

where o, 13, 0, and 'Y are determined from a training set
of data, and the BSF, WSF, and TCF measures are
computed from the document image in question.

To determine o; 13, 0, and 'Y from our corpus of nine
generations of increasingly degraded photocopies, we
form a linear system of equations

Zj =aWj + 13'Xj + o'Yj+ y, (2)
where z, w, x, and y represent error rate, BSF, WSF,
and TCF, while i represents the photocopy generation, 0
through 8. We solve the system to obtain the o, 13, 0,
and 'Y that minimize the mean square error in predicting
z.

After we obtained o, 13, 0, and 'Y , we used them to
"predict" the OCR error rate for the nine generations of
photocopied documents in the sample document corpus
based on the three quality features derived from each
document. In actuality, because of the paucity of data,

166



we used a jack knife approach. We omitted one
document from the estimation of the coefficients and
then used those coefficients to predict the error rate of
the omitted document. We repeated the experiment by
omitting another document, and so on. These results

are plotted in Figure 8, overlaid on the actual OCR error
rates. The correlation between actual and predicted
error rates was 0.97 (p<0.OO5). This high correlation is
a measure of the ability of the three measures to capture
the quality of a document image.
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Figure 8: The actual OCR error rate from Fig. 1, overlaid with the predicted error rate
based on our three quality measures.

We performed a similar analysis for the DOE corpus,
including the fourth quality measure -- the Broken
Character Factor -- since these documents, unlike the
starter corpus, contained broken characters. We used
the method of Equation (l) to predict the OCR error
rate using the jack knife approach. We included
quadratic terms this time because we found it gave a
better prediction. The predicted OCR error rates are
shown in Figure 9, plotted against the actual error rates.

Again, there was a strong correlation between actual
and predicted error rates: r =0.84, p<0.OO5.

Figure 10 shows the difference between actual and
predicted errors, sorted by the size of the difference.
Some insight as to how our quality features can be
improved can be gained by looking at the documents at
the far right of the curve, corresponding to the largest
differences in OCR error rate prediction. Portions of
these documents are shown in Figure 11, along with the
document having the lowest difference.
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Figure 11: Portions of the documents having the smallest and largest errors in OCR error rate prediction ..

It can be seen that the largest errors were made in
predicting the OCR error rate if the font was too big or
too small relative to a normal typewritten font, or if
there was a large amount of background speckle. These
documents and OCR prediction errors are representative
of the corpus of 144 documents, and they indicate how
our quality measures can be improved.

169

5 Conclusions
We have developed four quality measures that appear to
accurately assess the quality of a document image. We
have evaluated the integrity of the measures by using
them to predict the OCR error rate that we might expect
on a particular document. This evaluation has given us



insight into how well the quality measures perform and
how they can be improved.

The predictive capability of our four document
quality features is encouraging. At the same time, it
seems clear that their utility will increase if they are
made font-size-dependent, and if the Black Speckle
Factor is improved. True improvements in these
features will be signaled by an improvement in OCR
error rate prediction. We hope to describe the results of
these improvements in the oral presentation of the
paper.
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Abstract
Document image understanding has been a

field of research at Penn State for many years.
We present the current activities of the group
which lie in three areas: the development of
a graphics recognition and interpretation soft­
ware toolkit (in collaboration with HRB Systems
Inc.); interpretation of engineering drawings;
and a recent effort on the extraction of text from
digital video. All three projects are still in de­
velopment and hence we discuss directions and
goals.

1 GRIT: The Graphics Recognition
and Interpretation Toolkit

1.1 Introduction

Graphics recognition is a research area in Doc­
ument Image Analysis concerned with the au­
tomated extraction of information from graphi­
cal elements in documents. These graphical ele­
ments may accompany text in a document page
such as a logo in a business letter or a diagram
in a journal article. They also appear in spe­
cial document image types where the majority
of the information content is expressed graphi­
cally such as an engineering schematic, a map, a
fingerprint sample, or a musical score. Graphics
recognition techniques are used in a variety of
applications. These applications include such
diverse activities as conversion of engineering
drawings to CAD, development of graphics im­
age databases utilizing query by sketch search
and retrieval techniques, fingerprint classifica­
tion and automated map reading. The Docu­
ment Image Analysis Group at the Centre for
Intelligent Information Processing (a joint re-
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search center founded by the Pennsylvania State
University and HRB Systems, Inc.) began de­
velopment of the Graphics Recognition and In­
terpretation Toolkit (GRIT) in mid 1995. The
toolkit is being designed to provide a framework
for research and development for graphics recog­
nition algorithms. Specifically our goals are:

• to create a rich set of basic processing mod­
ules to support rapid development and pro­
totyping of graphics recognition applica­
tions for toolkit users

• to provide a flexible, easily extensible
framework (including data objects and li­
brary functions) for algorithm research
which supports rapid coding of new func­
tions for toolkit programmers

• to facilitate the exchange of research re­
sults and the evaluation of algorithm per­
formance through the use of this common
framework.

1.2 Aims of the Toolkit

Our long-term objective is to develop a com­
plete, Document Image Analysis tookit tailored
toward graphics recognition which will include
modules for operations at a wide range of levels.
These operations will include:

• Pixel-level Processing

• Thresholding

• Noise Reduction

• Page Layout Analysis

• Skew Detection
• Geometric Page Segmentation



• Feature Level Processing for Graphics
Recognition

• Text String Extraction

• Solid Object Detection
• Boundary Tracking for Recognition

of Non-solid Bounded Objects

• Line Tracking for Thin Objects

• Critical Point Detection

• Curve Detection/Fitting

• Dashed Line Recognition

• Graphics Interpretation

• Loop Tracking and Recognition

• Shape Recognition

• Hatching/Fill Pattern Detection

• Interconnection Detection and In­
terpretation

1.3 Current Functionality

The toolkit is currently being implemented in
Khoros, a standard design and analysis envi­
ronment in the computer vision and image pro­
cessing community. Khoros provides an intu­
itive graphical user interface and an extensive
set of libraries and commands for signal and
image processing and visualization applications.
Other standard design tools were considered,
most notably the Image Understanding Envi­
ronment (IUE) [1] currently under development
as a five-year, ARPA-funded effort. Since IUE
was not scheduled to be available for several
months after the beginning of our development
cycle, Khoros was chosen as the initial develop­
ment tool for the Graphics Recognition and In­
terpretation Toolkit. We will continue to track
the on-going development of the IUE and will
evaluate the feasibility of porting the GRIT to
the IUE when the environment becomes avail­
able.

The current version of GRIT includes com­
mands, data objects and functions to implement
routines for a number of graphics recognition
and document image analysis processes. Our
focus over the first development phase has been
on feature-level recognition. Our algorithms are
implemented to work with the image data in a
compressed format. We store the data for in­
ternal processing as an array of run-length en-
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coded information. We have developed krou­
tines for the following processes:

• separation of text strings from graphi­
cal components using an algorithm de­
veloped by Fletcher and Kasturi [2] and
subsequently enhanced by Kasturi, et.
al. [3]

• recognition of solid objects using an
erosion-dilation approach

• boundary-point detection

• a variety of line-tracking and detection
routines

• critical point detection

• thinning

• curve-fitting

• dashed-line detection.
The list also includes utility routines for

noise-filtering, scaling, smoothing, several log­
ical operations (transpose, complement, in­
tersect, union), and Hough-transform com­
putation, Our kroutines currently operate on
bitonal, TIFF images only. We are expand­
ing our capabilities to support other image data
types including color.

For programmers wishing to develop their
own kroutines, we include a wide variety of li­
brary functions to facilitate the process. Our li­
brary includes functions for file I/O, data struc­
ture manipulation including creation, destruc­
tion, modification, copying, searching, and sort­
ing. We also provide several statistical and
mathematical computation functions such as
histograms and least squares approximation. At
the present time, the GRIT library contains
about eighty functions.

1.4 Future Work

We have described an on-going research ef­
fort to create a tool for rapid development and
analysis of algorithms and systems for graphics
recognition research. We have three basic ob­
jectives for developing the toolkit. We seek to
provide a large set of basic processing modules
to support the rapid development and proto­
typing of graphics recognition applications. We
support new algorithm development by ensur­
ing that our toolkit is flexible and easily ex-



tensible. Finally we wish to facilitate the ex­
change of research results and the evaluation of
algorithm performance by providing a common
development environment. The development of
a toolkit of this type was one of the goals es­
tablished during the International Workshop in
graphics recognition held at the Pennsylvania
State University in August of 1995.

Our next focus will be on expanding the tool
kit to support detection and recognition of fea­
tures in color maps. Maps pose an especially
challenging problem in document image anal­
ysis. They are designed to provide excellent
representations of spatial data for interpreta­
tion by humans. Cartographers are trained to
represent information in a succinct form using
a variety of symbols, colors and notations. In
addition, cartographers are allowed significant
license in presenting the pertinent information
without undue clutter. For example, lines are
broken to accomodate text, insets are used to
show greater details, and so forth. Maps also
present a significant processing chailange due
to the size of the corresponding data set. At
present we are extending our text/graphics seg­
mentation algorithm to handle color composite
map images.

2 Interpretation of Telephone
Company Engineering Drawings

2.1 Introduction

This work on interpretation of several types
of line drawings is sponsored by NYNEX tele­
phone company. These drawings are typically
34" x 44" in size and are composed primarily
of horizontal and vertical lines. After scanning
at 300 DPl, a typical image would have 10,200
columns by 13,200 rows resulting in a raw im­
age of over 130 ME. Due to the complexity of
the drawings, a general purpose line drawing
interpretation system is not useful. Our solu­
tion is to establish a system for interpreting
each class of drawings efficiently, incoporating
all the information available about the domain
of the drawings. Basically, our algorithms first
take advantage of run length encoding to re­
duce the amount of memory and the process­
ing time. Then the primitives such as inter­
sections for each class of drawings are extracted
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and combined to generate the higher level struc­
tures such as lines, boxes and tables.

2.2 Run Length Encoding
Representation

Run Length Encoding(RLE) representation re­
duces the space needed to represent the raw im­
age to around 2 MB, which permits loading the
complete image in R.A.M..The reduction in stor­
age space depends on the characteristics of the
drawing. Most of our algorithms operate di­
rectly on this compressed representation. Al­
though we need to locally restore the raster im­
age from RLE representation to recognize spe­
cial structures, the RLE representation signifi­
cantly speeds up the subsequent processing.

2.3 Interpretation of Equipment
Rack Drawings

Equipment drawings contain information about
the equipment placed in racks in the central
telephone exchanges. A small section of a typi­
cal drawing is shown in Figure 1. The following
steps are applied to such drawings to extract
the graphical information.
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Figure 1: A typical equipment drawing.



1. Intersection extraction: The graphical
elements of the equipment drawings are
composed of horizontal and vertical lines.
These lines interrelate to form boxes and
table-like structures. Horizontal and verti­
cal lines intersect to form any of structures
shown in Figure 2. These different intersec­
tion patterns are first extracted from the
images.

Figure 2: Hierarchy of intersections.

2. Higher level structure extraction: The
following steps extract higher level struc­
tures such as boxes and tables by using the
relationships between the relevant intersec­
tions.

• If a corner of Type 1 is found, search
regions are established to look for cor­
ners of Type 2, Type 3, and Type 4.

• Lines between corresponding pairs of
corners are searched; if they are
present, a box is recognized.

• Lines between each pair of left T (Type
5) and right T (Type 7) junctions are
searched; if there is a line between
them, an internal partitioning line is
detected.

• "+" (Type 9) may indicate a vertical
line. Each time a "+" is found, the
vertical line is tracked in both direc­
tions from the position of the" +" .

After the structures are extracted, text
blocks are segmented, characters are rec-
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ognized, and text is associated with corre­
sponding graphical blocks.

2.4 Interpretation of Distributing
Frame Drawings

Distributing frames provide a way to cross­
connect switching and transmission equipment
with subscriber and trunk lines. In addition,
they provide electric protection and test access.
Physically, a distributing frame is a two-sided
structure. It is made up of horizontal bars (also
called shelves or horizontal) on one side and ver­
tical bars (or verticals) on the other. Drawings
representing the distributing frames are pro­
cessed as follows to extract information.

A 1 c1

~--...;:::=::::==:====~~
A;2 S

Figure 3: Three pairs of intersections of the line.

1. Hierarchical representation of lines:
A distributing frame drawing contains hor­
izontal and vertical lines. Filled areas be­
tween the two parallel lines indicate that
this region of the vertical or horizontal is
in use. Non-filled regions indicate avail­
able space. Consider the horizontal line
segment shown in Figure 3. It contains
a region which is solid and another region
which is hollow. The entire line can be de­
composed into smaller segments where each
segment is delineated by short vertical line
segments. Thus each line segment is iden­
tified by two pairs of intersections (marked
as Al - A2 and B 1 - B 2 for the solid seg­
ment, B 1 - B 2 and C1 - 02 for the hollow
segment in Figure 3. Considering this ob­
servation, the line hierarchy tree shown in
Figure 4 is proposed.

2. Finding intersections: The intersections
defined in Figure 2 are suitable for detec­
tion of junctions formed by two lines having
approximately the same small thickness. In
the distributing frame drawings, the line
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Figure 4: The line hierarchy tree for distributing frame drawings.

thickness are not uniform. Parts of hor­
izontal lines representing segments in use
are fairly thick (about 15 pixels compared
to thin vertical lines which are about 3 pix­
els). To account for intersections of thick
lines with thin vertical tick marks we mod­
ified the algorithm to detect two junctions
(one at top and one at bottom). The corre­
sponding intersection hierarchy is shown in
Figure 5. The shaded regions in this figure
represent line thickness. The intersection
at the higher level has priority over those
at the lower level. If the intersection at the
higher level does not exist, then the inter­
section at the next lower level is accepted.

3. Finding intersection pairs: For each de­
tected intersection, the nearest intersection
(within the approximate line width) in the
direction perpendicular to the line is found.
These two constitute a pair of intersections.

4. Finding segments: After detecting in­
tersection pairs, we look for two connected
sets of pixels between corresponding points
of the two pairs along the line direction. If
such sets are detected then a valid segment
of a line is noted. The detected segment
could be either solid or hollow. The den­
sity of the area inside the segment is used to
determine the type of the segment. Adja­
cent segments are then assembled together
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to form a linked line.

5. Post-processing-Refinement of line
segments: Some of the detected line seg­
ments are false alarms caused by touching
text and noise. Occasionally real line seg­
ments are missed due to breaks in line pat­
tern resulting in a single line detected as
two or more broken segments. The Post­
Processing step deletes false segments and
connects broken lines.

2.5 Experimental Results

Our algorithms for drawing interpretation have
been tested on a number of real images on a
SUN SPARCstation 10 machine. Good results
have been obtained. Complete processing of
a typical equipment drawing of size 10,200 x
13,200 pixels represented as an RLE image takes
about 25 seconds. More details on this work
may be found in [4-6].

3 Text Extraction from Digital
Video

General purpose broadcast video often has tex­
tual annotations (captions) in it that supply
auxiliary or often essential information. Any
digital library system that offers access to digi­
tal video will need to extract such text and rec­
ognize it. Such annotation can serve as a very
good index of the semantic content of the video.
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Extraction of text from general purpose video is
therefore an important goal in the drive to build
a working digital library. The first task to ac­
complish this is to detect those regions of the
video frame where text is present, and to do
this robustly and quickly (ideally, in real time).
These regions may then be further processed for
text recognition.

Compared to a document analysis system
where the scanning process can often be ad­
justed for best results, the data in video frames
is much noisier. There is much variation in the
intensity, hue, contrast, opacity, font, and size
of the text. Most of the text is horizontally ori­
ented (small skew angles)-we seldom find cap­
tion text in any other orientation. There are
rarely regular columns and the number of lines
of text is usually small. The text can also ap­
pear anywhere in the frame. Thus, top-down
methods or methods based on segmenting lines
(white streams, projection profiles) are unlikely
to be of help. Complicating the task is the pres­
ence of scrolling captions (as in movie credits or
ticker tape news headlines).

We are in the midst of work aimed at robustly
detecting text in general-purpose video. The
proposed algorithm is being designed to work on
color video extracted from TV broadcast. Cur­
rently we are investigating the use of morphol­
ogy in extracting text from video frames. An
example video frame and the initial text cap­
tion edges extracted from it are shown in Fig-
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ure 6. Further processing by heuristics will seek
to retain only the text regions.

4 Summary

This paper has presented an overview of current
document image understanding work at Penn
State. The three research efforts discussed were:
the development of a graphics recognition and
interpretation toolkit, the interpretation of en­
gineering drawings, and the extraction of text
from digital video.
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Abstract

KnowledgeLink Corporation is developing a server and browser plug-in technology
that provides users with personalized and seamless access to the Internet, Intranets and
Online Services. The server technology, also known as the Knowledge Rendition Server,
will be an NT based server that selects information sources, generates queries, amal­
gamates results, distills information into atomic objects, and loads the objects into an
object oriented database. The browser plug-in technology, also known as the Knowledge
Studio, enables users to establish a personalized profile of a complete electronic publi­
cation to be customized in real time. It also renders a personalized view of information
taking into account the user's preferences of media type, object or article length, visual
vs. Text, raw data vs. Graphs and charts, etc. The system will be completed by strong
relationships with publishers of content and online services. The resulting system will
be a sophisticated electronic publishing tool that can run on any desktop and give users
simple, seamless access to total information. The resulting document will be in http for­
mat and will enable users to hyperlink to the originating information sources or online
services when desired. The Knowledge Rendition Server combined with the Knowledge
Studio will provide a powerful addition to today's methods of browsing and searching
the web or private online sources, as well as providing a formidable source of business
intelligence information.

A Demonstration will be offered.
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Abstract
DocBrowse is a system for information retrieval

from document image data. In addition to tra­
ditional keyword searching, DocBrowse supports
queries based on graphical images. The DocBrowse
system consists of a user interface, an object­
relational document database, and a variety of docu­
ment image analysis engines, including OCR, infor­
mation retrieval, and page segmentation. This paper
discusses recent research and development performed
on DocBrowse. The system architecture has been re­
vised to improve interoperability, ease of integration,
and efficiency. The user interface has been improved
to support better query construction and navigation.
Some of the new usability features include tools for
organizing the query results, automated batch query
processing, one-line summary view of query results
in addition to thumbnail sketches, filtering to re­
duce the scope of queries, and highlighting of search
terms on retrieved documents. The algorithms for
image content querying have been extended to sup­
port more types of image queries, including searches
which match logos, signatures, words, and pages.
Using a multiresolution approach, we have improved
the robustness of the searching algorithms towards
segmentation errors.

1 Introduction

DocBrowse is a software system for browsing, query­
ing, and analyzing large numbers of document im­
ages using both textual and graphical content in the
presence of degradations. DocBrowse is oriented to­
wards mixed mode documents consisting of both ma­
chine readable text and graphics such as half-tones,
logos or handwriting. It incorporates the concept
of "query by image example" (QBIE) to support
document retrieval based on selected target images.
DocBrowse offers a browser and graphical user in­
terface for visually refining and expanding queries.

Several commercial systems have been developed
expressly for the problem of management and analy-
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sis of document images. These include Capture from
Adobe, Visual Recall from Xerox and PageKeeper
from Caere among others. These systems feature so­
phisticated techniques for document analysis prob­
lems such as page segmentation and optical char­
acter recognition (OCR). They offer state-of-the-art
tools and techniques for document analysis and man­
agement, and can achieve excellent performance in
dealing with clean (low-noise) digital image data. In­
dexing the text extracted by an OCR and retrieving
documents based on textual contents is a standard
feature in many of these systems. The performance
of these systems, however, is potentially impaired for
highly degraded or very noisy images.

Querying document images based on graphical
content is available only in a handful of specialized
systems. In addition to public domain research sys­
tems [6, 10,9]' two commercial systems have recently
provided some support for graphical content based
querying. Excalibur EFS from Excalibur and the
Ultimedia manager from IBM [11] support content­
based queries from images based color, texture, po­
sition, or shape primitives.

While DocBrowse is designed to handle very gen­
eral types of documents, our primary research fo­
cus is on business letters. DocBrowse supports four
types of image queries: logos, handwritten signa­
tures, entire pages, and words not identified by the
OCR engine. Bitmap image queries are computa­
tionally challenging since they potentially involve
matching 100,000's of pixel values. Moreover, in
contrast to keyword searching, the retrieval prob­
lem is complicated by the fact the matches are sel­
dom precise. The documents may have been sub­
ject to degradations introduced by photocopying or
FAX transmission. Features such as logos include
variations such as half-toning and color. When the
documents are scanned using a binary image scan­
ner, both color and half-toning result in significant
degradation. Handwritten signatures display addi­
tional variability since people rarely sign their name



actly the same way each time. Our approach to im­
age retrieval is designed to accommodate all these
types of degradations and variations.

In this paper, we give an overview of DocBrowse,
focusing on the latest research and development ef­
forts. These efforts span three broad areas of the
system: overall software architecture design, usabil­
ity for query construction and navigation, and al­
gorithms for image based querying. In the software
design of DocBrowse, we have defined a new appli­
cation called "DocLoad" which handles all of the
document processing related tasks (e.g., OCR and
page segmentation), thereby improving the modu­
larity of the system. Some of the new usability
features include tools for organizing the query re­
sults, automated batch query processing, one-line
summary view of query results in addition to thumb­
nail sketches, filtering to reduce the scope of queries,
and highlighting of search terms on retrieved docu­
ments. Finally, we have extended the algorithms for
image based querying to apply to pages and words.
We have also improved the robustness of the algo­
rithms towards page segmentation errors.

Section 2 presents an overview of the DocBrowse
system and its software architecture. The user in­
terface for query construction and navigation is dis­
cussed in Section 3. In Section 4, we describe the
new algorithms used for image content querying.
The paper concludes with a discussion of future re­
search directions in section 5.

2 System Overview

DocBrowse consists of three main components: 1)
A browser and graphical user interface (GUI) for
visual querying and sifting through a large digital
document image database, 2) An object-relational
database management system (ORDBMS) for stor­
ing, accessing, and processing the data, and 3) "Doc­
Load," an application which processes the raw doc­
ument images through specialized document anal­
ysis software (OCR, page segmentation, and infor­
mation retrieval) and inserts this information into
the database. The overall system architecture for
DocBrowse is displayed in Figure 1.

2.1 User Interface
The heart of DocBrowse is the visual browser and
graphical user interface. In addition to standard
queries based on textual and document tag informa­
tion, support is provided for "query by image exam­
ple" (QBIE). QBIE enables users to retrieve docu­
ments based on regions of the image that would not
ordinarily be readable by an OCR, such as logos,
handwriting (such as signatures), halftoned images,
line drawings, and highly degraded words. Users
submit queries from the GUI without having to di-
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rectly manipulate SQL code. Tools are provided for
visually browsing the results of a query. A history
mechanism helps users to navigate through a suc­
cession of queries, with support for iterative query
refinement and expansion. The DocBrowse interface
is discussed in detail in section 3.

2.2 Database and Schema

The document data is stored in an object-relational
database management system (ORDBMS). The OR­
DBMS provides for efficient handling of large binary
image objects, built-in processing for text retrieval
and SQL, and modular extensibility according to the
object-oriented model. The schema is based 011 sev­
eral existing standards for document description and
layout including the ISO Office Document Architec­
ture standard [1], SGML, DAFS from RAF Technol­
ogy [8], and RTF [7J.

A document is defined as a collection of document
pages. Document pages are in turn decomposed into
zones. The decomposition of pages into zones oper­
ates at multiple granularities. At the coarsest level,
the page can be decomposed into header, footer and
live matter zones. At the finest level of granular­
ity each character on the page can be considered a
zone. At an intermediate level of granularity each
paragraph or body of text which is distinctly sep­
arated from adjoining bodies of text or figures call
be referred to as a zone. It is this level of granular­
ity that we adopt for DocBrowse. Zones can be of
two types - text and non-text or graphics zones. A
graphics zone contains information such as figures,
line drawings, half-tones or bitmaps (such as logos).
Each document, document page and zone can have
associated with it one or more tags in the form of
attribute-value pairs. Specifically, these tags could
include in the case of a document page, the scanned
bitmap of a page, the type of document, scan res­
olution, and OCR text. In the case of a zone, the
types include a processed bitmap of the zone or fea­
tures extracted from the zone which could be used
for zone classification or classifier construction.

To improve the computational efficiency of search­
ing, the schema defines search matrices which are
pre-computed rankings of the documents for possi­
ble search terms. Currently, this is only done for the
image based queries since the keyword queries are
performed using off-the-shelf database tools.

2.3 DocLoad
DocLoad converts the raw image data into query
terms and search matrices, inserts the query terms
and other information into the database, and per­
forms user-defined batch queries. In the first stage,
the raw document images are processed through spe­
cialized document analysis software, including OCR
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Figure 1: Software architecture for the DocBrowse system. DocBrowse consists of a browser and graphical
user interface (GUI), an object-relational database management system (ORDBMS) for storing, accessing,
and processing the data, and "DocLoad," an application which processes the raw document images through
specialized document analysis software (OCR, page segmentation, and information retrieval) and inserts this
information into the database.

and page segmentation. The output of the OCR
and page segmentation are then passed to a variety
of information retrieval engines. The information re­
trieval engines construct feature vectors for search­
ing on images and build search matrices designed
for fast on-line retrieval of text and images. In the
second stage of processing, DocLoad inserts the out­
put of the OCR, page segmentation, and informa­
tion retrieval engines into the database. It does this
by constructing tables for text, tags, images, search
matrices, etc.. In the final stage of processing, Doc­
Load performs user-defined batch queries and saves
the results of these queries in the user's folders (see
section 3.4).

3 Query Construction and
Navigation

DocBrowse offers a graphical user interface (GUI)
and visual browser for extracting information from
a large collection of possibly degraded digital docu­
ment image data. Figure 2 shows the primary com­
ponents of the DocBrowse GUI display. The GUI
supports a visual programming interface and textual
query language interface to compose queries, a visual
browser to scan the results of queries as thumbnail
sketches or one-line summaries, a document viewer
which highlights search terms and supports query re­
finement through context sensitive mouse selections,
and tools for organizing the results of queries. These
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are discussed below.

3.1 Types of Queries

DocBrowse supports three basic types of query
terms: text/keywords, tags, and bitmap images. In
a text query, the user queries on text keywords that
are present in the OCR output text of the docu­
ment pages in the database. In a tag query, the
user queries on attribute-value pairs. For example,
a tag query can take the form "Retrieve all docu­
ments from the Trash folder." In a query by image
example (QBIE), the user selects a graphical zone on
a page and searches for all other images with similar
graphical regions. In a QBIE query, the searching is
done using a feature as described in section 4.

An inheritance hierarchy for the specific search
terms defined in DocBrowse is shown in figures 3.
Text can be either one or more text keywords. In
the case of groups of keywords, either proximity or
adjacency constraints can be enforced. Tags can ei­
ther static, having a persistent value in the database,
or dynamic, evaluated at query time. Folders are
a special type of tag which is used for organizing
the documents by category (see section 3.4). Four
types of image terms (feature vectors) are defined
in DocBrowse: logos, handwritten signatures, words
not recognized by the OCR, and entire pages.

Query terms can be combined in a boolean fash­
ion using the operators and, or, or not. For
instance, a text query on Statistical Sciences
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Figure 3: DocBrowse supports three basic types of query terms: text/keywords, tags, and bitmap images.
The above diagram shows the inheritance hierarchy for these search terms.
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3.2 Query Manager

Users can compose queries in DocBrowse using the
query manager. The query manager supports both a
visual iconic programming interface and a command
line interface. The iconic programming and com­
mand line languages are equivalent, and translate
into identical queries. We show a screen snapshot of
the interface in Figure 4. The top portion of the in­
terface is a query composition canvas. Below that is
the command line pane. On the edges of the query
manager window are toolbars. The toolbar buttons
allow the user to add query terms - keywords, tags,
and images - and operators to the glyph palette.
Image example glyphs can also be added by drag­
ging segmented graphical entities such as logos from
a document page displayed in the DocBrowse docu­
ment navigator (see section 3.3).

Queries are composed by connecting term and op­
erator glyphs with the mouse. When the user has
finished generating a query using the visual pro­
gramming interface, the corresponding text query
can be examined in the lower half of the interface
window. This text query can be edited and the

or University Washington would return all docu­
ments which contain either Statistical Sciences
or University Washington in the OCR text. In
this case the and operator is implicit and assumed,
so the actual query would be something like (Statis­
tical and Sciences) or (University and Washington).

DocBrowse also supports the combination of im­
precise queries. Imprecise queries are an impor­
tant component of DocBrowse since image queries
seldom result in an exact match: the bitmap rep­
resentations typically involve 10,000 or more pixel
values. In DocBrowse, image queries are based a
similarity score between zero and one measuring the
"closeness" of the image to a target image (see sec­
tion 4). Imprecise queries are also useful for keyword
searching: while keyword searches often result in ex­
act matches, most OCR engines support imprecise
matching In a query with a single term, the results
can be simply ranked by the score of the match. To
support querying on multiple terms with imprecise
matching, we extend the definition of and, or, or
not operators. Let Xl, X2, ..., x p be numeric scores
between zero and one giving the strength of a match
to the two query terms where zero is a non-match
and one is a perfect match. In the current version,
the operators are defined by

and(XI,X2, ... ,Xp )

or(xl,x2,""Xp )

not Xi

= min( Xl, X2, ... , Xp )

= max(XI,X2,""Xp )

I-Xi

changes are automatically propagated to the visual
program graph in the upper window.

The toolbar buttons also support a number of spe­
cialized operations, including

• Stepping through the query history for the cur­
rent session.

• Filtering out Trash or other selected folders
from the query.

• Eliminating duplicate or near-duplicate docu­
ments from the retrieved documents.

Another feature supported in DocBrowse, not shown
in figure 4, is the query library manager. The library
manager allows users to store and re-use queries and
to access system query libraries (e.g., a catalog of
logos). The libraries are stored in the database and
are persistent objects.

3.3 Document Navigator and Query
Refinement

The results of queries are displayed by the
DocBrowse document navigator. The document
navigator can display either thumbnail sketches of
the retrieved document images or as one-line text
summaries. If displayed as thumbnail sketches,
DocBrowse will display only N :::::: 16 thumbnails at
a time to ensure the images are legible (N is a user
specified default). The user can scroll through pages
of thumbnails or one-line summaries using a toolbar.

Users can select documents to be viewed individ­
ually. Figure 5 displays a typical view of a retrieved
document in the document navigator. In addition to
displaying the bitmap image, DocBrowse displays a
variety of other information:

• The search terms which were matched in this
query are highlighted.

• Tags which were matched are displayed in the
lower left-hand corner.

• Post-it notes, input by the user, are displayed
at a user-specified location.

• Searchable graphics zones, which include logos,
handwritten signatures, and words not recog­
nized by the OCR, are identified by bounding
boxes.

An important feature supported by DocBrowse is
the idea of applying relevance feedback from a set of
documents retrieved in response to a query. The user
can select either keywords from the text or any of the
identified searchable graphic zones as being relevant
and add these to the existing query. In certain cases,
additional relevant documents will be retrieved that
were not returned by the initial query.
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Figure 4: Annotated screen snapshot of the query manager. The query manager supports both a visual
iconic programming interface and a command line interface. On the edges of the query manager window
are toolbars. The toolbar buttons allow the user to add query terms-- keywords, tags, and images ~ and
operators to the glyph palette. The toolbar buttons also support a number of specialized operations, such
as history and duplicate document identification.
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image, DocBrowse displays a variety of other information, including highlighting of the search terms, display
of the tags, post-it notes, and searchable graphics zones which include logos, handwritten signatures, and
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The document navigator offers numerous other us­
ability features. Users can prune the results, either
from the summaries (text or thumbnails) or from
graphical plots of the similarity scores. The user
can view the ASCII text corresponding to this image
output from the OCR, although typically this text
is less readable than the bitmap image. DocBrowse
also provides cut and paste facilities that allow users
to incorporate the query results in a report or other
document.

Graphical Example query

atabusc

3.4 Query Result Organizer

The DocBrowse query result organizer allows users
to manage the results of queries using an interface
similar to electronic mail handling systems. Results
from a query, either selected documents or all re­
trieved documents, can be saved into user-defined
folders. Like mail systems, the query result orga­
nizer allows users to update and add new folders.
In addition, the system defines the Trash folder
which can be accessed through toolbar buttons on
the query manager (see section 3.2). The user can
browse folders using the DocBrowse document nav­
igator. At a system level, folders are just a special
type of tag. Hence, folders can be included as a part
of query like any other term.

In addition to organizing the results from ad hoc
queries, folders can be used as a form of a semi­
automated database clustering tool. Users can asso­
ciate a specific query with a folder. Using this query,
DocLoad will automatically populate the folder at
regularly specified times (e.g., every night). By se­
lectively including and excluding folders, users can
effectively partition databases. By default, the sys­
tem defines an Inbox folder which contains all doc­
uments in a database which have not been assigned
to another folder.

4 Algorithms for Image Content
Querying

As described previously, the DocBrowse system sup­
ports a variety of methods for searching/browsing
through a document image database based on im­
age content. The four key content-based queries sup­
ported by DocBrowse are: logo queries, handwritten
signatures, similar document queries, and word im­
age queries.

The basic algorithm (see figure 6) involved in each
of these content-based queries is (1) extract and
store distortion invariant features for each query
term supported (e.g., for logos, for whole images,
or for word images, in our case), (2) compute the
similarity (or distance) between the target feature
vector and the feature vectors for the documents in
the database, and (3) select the documents in the

Figure 6: An illustration of the approach taken
towards query by image example' (QBIE) by
DocBrowse. One or more compact feature vectors
are precomputed and stored associated with each
document in DocBrowse. When the user submits
a query by graphical example, the feature vector
associated with the graphical example is compared
to the feature vectors of the graphic regions in the
database. Documents that are close to the query are
returned by the system.

database which best match the query term (the tar­
get).

We have previously described an algorithm for
logo matching where the features used for match­
ing are the wavelet transforms of the x- and y­
projections of the logo images [4, 5]. We showed that
the choice of this feature vector was quite robust to
noise in the document images. This choice of the
feature vector also led to very high computational ef­
ficiency for matching. In this paper, we explore two
extensions to the QBIE algorithm: application to
the problem of similar document identification and
improved robustness towards segmentation errors.

4.1 Similar Document Searching

The problem of searching for similar documents in a
database of document images can be divided into
two sub-problems, i.e., identification of duplicate
documents and the identification of near-duplicates
or similar documents. The identification of duplicate
documents is important to remove redundant infor­
mation if the database. The identification of similar
documents is useful for searching and pre-clustering
of a database. Both duplicate document identifi­
cation and similar document identification are sup­
ported by the query manager with toolbar buttons:
see section 3.2.

Even though the above two problems can be
solved using the same feature extraction and match­
ing algorithm, the two problems differ in the magni­
tudes of the allowable errors. Given a target (query)
document XQ and a document x, two types of errors
may be defined:
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OCR
QBIE

ing twice. Thus, we knew that in our database.
each document had two duplicate documents. Us­
ing each document, in turn, as the target document .
we computed the similarity coefficients against all
other documents in the database.

Figure 7: The Type I and Type II error rates for
finding similar/near-duplicate documents based 011

matching the OCR text (labeled OCR) and the
bitmap image of the entire page (label QBIE). The
QBIE algorithm is good for retrieving similar doc­
uments from a database (similar document query
mode) because of the very low Type I error. The
OCR-based algorithm is good for duplicate docu­
ment identification because of the low Type II error.

Figure 7 shows the average Type I and Type II
errors for the OCR-based method and the image­
based method against the different cut-off points for
the similarity score. As we can see in the figure,
the image-based method (QBIE) has a lower Type
I error (error = 0 for score < 0.9) that the OCR­
based method; however, the OCR-based method had
a substantially lower Type II error for score < 0.95.
The OCR-method failed to find the duplicate docu­
ments in cases where the document had much hand­
written text or very little printed text. Both meth­
ods had difficulty in discriminating between docu-
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• Type I Error: p(x :f: xolx = xo)

• Type II Error: p(x = xolx :f: xo)·

The Type I error (false reject) is the probability
of classifying the document x as different from xo,
when in reality the two documents are duplicate.
The Type II error (false accept) is the probability of
classifying the document as duplicate, when in real­
ity they are different. For the automatic identifica­
tion of duplicate documents, the Type II error needs
to very low because document should not be erro­
neously marked as duplicate and eventually removed
from the database. For similar document querying,
the Type I error needs to be very low because the
user query should not miss documents which are du­
plicate in reality.

We tested two different algorithms for similar doc­
ument searching. The first algorithm was based on
features extracted from the OCR text for a docu­
ment, and the second algorithm was based on fea­
tures extracted from the document image itself.

The OCR-based method for similar document
searching first finds words in the OCR text. These
words are pruned to construct a list of stemwords
representing the document. Stemwords are formed
by first removing all stopwords, e.g., prepositions,
articles, conjunctions, from the list of words. Next,
for the remaining words in the word list, word
roots are identified by discarding suffixes for plu­
rals, verbs, etc. The feature vector used for match­
ing is the frequency of occurrence of stemwords. The
similarity between two documents is defined as the
normalized dot product of the two feature vectors.

The image-based method algorithm used for sim­
ilar document searching was similar to our logo
matching algorithm. We first compute the x- and y­
projections of the entire document. Next, we take
the wavelet transform of the x- and y- projections us­
ing the Daubechies d8 wavelet at nine levels [3]. The
low-pass wavelet transform coefficients at scale 29

were used as the feature vector for matching, which
corresponds to 15 coefficients. Using more coeffi­
cients in the feature vector by adding other wavelet
transform scales did not significantly effect the per­
formance of the matching. Since the entire docu­
ment is approximately 3300 x 2400, this feature vec­
tor is very compact and is quite insensitive to ro­
tation, translation, or noise in the document. Nor­
malized cross-correlation was used to measure the
similarity between two feature vectors.

We tested the performance of this algorithm on
a database of 171 documents. These 171 document
database had been composed of three degradations
of 57 different documents. The three degradations
corresponded to photocopying and faxing, photo­
copying twice and faxing, and photocopying and fax-
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ments which were very similar, but not actually du­
plicate (both methods identified these documents as
duplicate).

In conclusion, the QBIE algorithm is good for re­
trieving similar documents from a database (similar
document query mode) because of the very low Type
I error. The OCR-based algorithm is good for du­
plicate document identification because of the low
Type II error. For acceptable levels of Type I error,
the OCR-based algorithm still has Type II error of
about .02 in this experiment. For some applications,
even this small of an error may be considered to be
unacceptably high for duplicate document identifica­
tion where the duplicate documents would be tagged
for removal from the database.

4.2 Robustness Towards
Segmentation Errors

The QBIE algorithm for logo matching in
DocBrowse, described in [4, 5], was shown to per­
form very well under a wide-variety of degradation
conditions. However, the the algorithm assumed the
logos to be segmented accurately. Preliminary ex­
periments indicate that the performance of the al­
gorithm degrades significantly when the logos are
subject to significant segmentation errors. This is
because one of the key components of the algorithm
was that before computing the feature vector for a
logo, the logo image was normalized for rotation and
for scale. In on-going research, we apply a multireso­
lution registration procedure to improve the robust­
ness of the QBIE.

When the logos are segmented automatically us­
ing a page segmentation algorithm, as in [2]' segmen­
tation errors can occur. Two kinds of segmentation
errors occur - (1) only a part of the original logo is
segmented, or (2) the segmenter identifies another
part of the document as a logo. The second type of
error can be corrected only with a better segmenter;
however, the first type of error can be corrected by
using a better matching algorithm. Therefore, we
redesigned our logo matching algorithm to take into
the account the fact that the logo may not be com­
pletely segmented and partial matches may need to
be considered.

The new robust algorithm also uses the the
wavelet transform of the x- and y-projections of the
logo image as features to match. Unlike our pre­
vious algorithm, however, this algorithm does not
normalize the logo with the scale or rotation prior
to computing the feature vector. The normalization
with respect to rotation is not needed because the
segmenter that we are using corrects the skew in the
document prior to segmentation. The normalization
with respect to scale is not helpful to this matching
algorithm because we are not assuming the logos to
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be correctly segmented.
The matching procedure in our robust algorithm

is also different from our old logo matching proce­
dure. In the old algorithm, the similarity measure is
the cross-correlation between the wavelet coefficients
at the coarsest level. In the new algorithm, we first
register the feature vectors before we compute the
correlation coefficient. This registration is with re­
spect to translation only. Registration with respect
to scale will be deferred to future work. We have
designed a multiresolution registration algorithm to
register the x- and y-projections of logos.

This registration procedure uses the multiresolu­
tion approximation (MRA) of signals. Using the
wavelet transform coefficients. an MRA of the sig­
nal can be constructed where the number of coeffi­
cients representing a signal increases with increas­
ing resolution. The left column of figure 8 shows
the multiresolution approximation at 5 levels of the
y-projection for a sample logo. At the coarsest res­
olution, the projection (of length 1024) can be ap­
proximated by only 32 coefficients. At the next finer
resolution, 64 coefficients are needed and so on. The
multiresolution registration procedure hinges on the
fact that the search for the appropriate registra­
tion parameters can be greatly sped-up by starting
the search at the coarsest resolution. The coarse
level registration parameters can be found quickly
because of the small number of coefficients to deal
with. These parameters are then carried over to the
finer level of detail where the search-space is now
substantially reduced. Figure 8 shows this registra­
tion procedure for an example where the a complete'
"Marriott" logo is matched to the one that has been
only partially segmented.

We compared our new robust matching procedure
to the our original logo matching procedure. We
used a database of 16 logos where 3 logos were "Mar­
riott" logos which had been partially segmented by
the automatic segmenter. A fully segmented Mar­
riott logo was considered as the query (or target)
logo and similarity measures were computed between
this logo and each logo in the database. Figure 9
plots the similarity measures for the two matching
procedures. The scores for the target Marriott logo
and the incorrectly segmented Marriott logos in the
database are marked by an "X". The scores for the
other logos are marked by a circle. In contrast to the
original algorithm, the robust algorithm fully dis­
tinguishes between the Marriot logos and the other
logos.

5 Discussion

In the immediate future, development on DocBrowse
will continue to concentrate on refinement of the in­
terface for query navigation and improvement of the
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Figure 8: The multiresolution registration procedure for projections of two logos. The logo on the left has
been correctly segmented whereas the one on the right has been only partially segmented. The registration
procedure starts at the coarsest level (shown on the bottom row) where the search for the best registration
parameters needs to be carried out only for five pixels. The best match at this level is found by right-shifting
the partially segmented logo by 3 pixels. At the next finer level, a shift of 6 pixels is used as initial registration
and two pixels around this are searched for an even better registration. By this multiresolution search the
best match at the finest resolution is found by right-shifting the partially segmented logo by 99 pixels. A
brute force search requires O(N) operations while the multiresolution search requires O(logN) operations.

system architecture for interoperability and ease of
integration. In addition, we are investigating the
following research issues:

• We will continue to improve the performance of
the query by image example algorithms. Fol­
lowing the investigations described in section 4,
we plan to extend the robust algorithm to han­
dle scale invariant searches. We also plan to in­
vestigate signature matching using deformable
templates and explore specialized methods for
word image spotting.

• The result from a query can, and often will,
retrieve many documents. It is crucial to rank
the retrieved documents according to relevance.
When a query is composed of multiple targets
(e.g., multiple keywords, tags, and logos), or
when multiple IR engines are being used to per-

form the query, we need a way to combine the
results for a composite relevance score. This
score will depend on a number of factors, such
as precision. of a keyword or image match or
predicted accuracy of the OCR or IR engine.
We currently use very simple rules to combine
multiple imprecise matches to query terms (see
section 3.1). We will investigate different ways
to quantify, combine, and visualize relevance
scores from multiple sources.

• Our research has mostly focused on "micro"
views of a database focused on a specific query.
An important problem is to obtain "macro"
views of a database to help determine what is
in the database from a global point of view.
DocBrowse provides limited tools for semi­
automated clustering of a database (see sec­
tion 3.4). Following other related work, we will
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Figure 9: Similarity measures for the original match­
ing algorithm and the robust matching algorithm for
a database of 16 logos. The scores for the target
Marriott logo and the incorrectly segmented Mar­
riott logos in the database are marked by an "X".
The scores for the other logos are marked by a cir­
cle. In contrast to the original algorithm, the robust
algorithm fully distinguishes between the Marriot lo­
gos and the other logos.

explore new tools for more automated database
clustering and for visualizing the content of a
database.
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Abstract
The ezplosive growth of the World Wide Web has

res'Ulted in a distributed database consisting of mil­
lions of document». While ezisting search engines
indez a page based on the tezt easily eztracted from
its HTML encoding, an increasing amo'Unt of the in­
formation on the Web is embedded in in-line images.
This situation presents a new and ezciting challenge
for the field of document analysis, as WWW image
tezt is typically rendered in color and at very low
spatial resolutions.

In this paper, we describe the current stat'Us of
o'Ur work in this area. For the problem of locat­
ing tezt regions, we have developed a procedure based
on cl'UStering in color space followed by a connected­
components analysis. For recognition, we have begun
ezploring techniques 'USing a "fuzzy" n-t'Uple classi­
fier that seem promising. We concl'Ude with some
preliminary ezperimental res'Ults and a disc'USsion of
topics for further research.

Keywords: document analysis, information re­
trieval, optical character recognition, World Wide
Web images, GIF, lPEG.

1 Introduction

With the explosive growth of the World Wide Web
(WWW), a great number of documents are being
made accessible electronically. The issue of de­
veloping efficient methods for searching, browsing,
and retrieving these documents is becoming increas­
ing important. Much progress has already been
made in these areas. For example, there are various
Web search engines currently available for access­
ing text information from the Web pages. Various
issues associated with automated document conver­
sion from paper to electronic have been addressed
by researchers from both the information retrieval
and document analysis communities [10, 11].

Existing search engines currently only index the
raw ASCII text that is easily extracted by pars­
ing the HTML. On the other hand, an increasing
amount of the information on the Web is embedded
in in-line images. Current WWW tools generally do
not provide the ability to assess such information. In
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a recent investigation, we examined the percentage
of text that appears in image format in Web pages.
We found that the majority of Web pages contain at
least some fraction of their text in image format. In
some cases, this can be as high as 44%. Moreover, a
significant fraction of the image text often does not
appear elsewhere (to a maximum of 100% in some
examples) [9]. As an example, we note that the text
string "Panasonic Online", featured prominently in
the snapshot on the left side of Figure 1, is com­
pletely absent from the extracted text on the right
side of the figure.

On the other hand, how information is actually
encoded may not be obvious or even important from
a user's perspective. To a user, the phrase "Pana­
sonic Online" is simply a string of text on a Web
page. A user may well want to search it through
traditional text query. Consequently, there is a need
to develop techniques for recovering the text in Web
image data.

There are several significant differences between
the Web image processing problem and its tra­
ditional counterpart. Electronic bitmaps on the
WWW are typically created at a low resolution (72
dpi) intended for screen display. They often make
up for this in liberal use of color. This presents a
new and exciting challenge for the field of document
analysis.

In this paper, we describe the current status of
our work in this area. The remainder of the paper
is organized as follows. In Section 2, we discuss var­
ious formats used for Web images and their impact
on the Web image processing problem. Section 3
discusses a procedure for locating text regions from
Web images. Section 4 describes a text recognition
system based on a fuzzy n-tuple technique. Finally,
we give a short conclusion in Section 5.

2 WWW Image Formats

In principle, any format could be used to distribute
images over the Web. All that is required is writ­
ing an appropriate browser "plug-in" to support it.
However, two formats in particular have emerged as
de facto standards: GIF and lPEG. Each of these
is applicable in its own specific domain. While it is



@I.•••_ .... ME'
• M;•••• saw _
Special Notice to 0"'" of PaDUDDIc KX-P6100 Md KX~P6S00 priatc:rs

..-..-. Visit our new lCeCtion on raDUOak latenM:ti\'t: Medi •. Pr<:VioUllly knuwn ill'

Panuonic SorCWare ConJrany. PIM~ lIOftwan: fur lbc:popular 300
platform. u well all for PC and MacinlOsh COqNlcn. Wc'lI he:adding~ iIIld
Ibm: to our web _ile. lII,) be are 10aop by again MMJII!

....- ~ is part ofMaeslllhlt. Electric CorpoI'IItioaorAmerica. whlch isca.,..,.,,,.,.. abo the bomcofTedudc:a aodQuArbnnd produc;U. You can check tbaic:

paga for CODSWnCI' related information and CUItoaIer .-a.ace tdcpbooe
alllDben. You can abo down1oKl1hclalcSl Drrice Drlwn flJr Parwonic
CompUk:r Peripheral Produe:u via fTP.

For inCormlllion on OW' U.S.·basc:dR&D labs. click to PlIIUISObk
TcebDoIogies. lnc. (PTJ). which is currently the:providt:rof this $itc.Abo. we:
invite you to vilit &be newly rc-dcs.igocdH~ Page of lbc wortdwid<:
beadquatIc:n: for Panuonic. Matsushita Ekctrk IDchastriai Co.. Ltd. in OsUa.
lopon.

....IMtAnt MalJUlbita EIectrK: Corporation of Amcrica,eatabli5hcd in 1959. is the:
principal NorthAmcriean subsidiary orMalstlwta .Electric Indliltriai Co.. Ltd.
Along withoar iocal .ubsidiaric:K and atr.tliaa. werecotdcd Nk:5 of S7 billion in
the faacaJ ya6 endedMum 31.1995. Matmahita ~1oY'l16.ooopcopl<:in North
America and baa21 manufacturing llilcl in the United Slates.,ean.da, Mcx.icoand
Puerto Rico.

C.",iPI CJ9H MillM6IU14£l«lri< C"".,....••I~ AU",lib rarHd.
..........EIearic:~a{~IOnePMuanicWItJI~.NIOXl94

P--.k... T ioI_re,...,..~ol~EaoaricIndllclrialCo..Lto1

~ •• rq tr-*-t at ~Ek!drM:corr-w-at AftIDriQl.

U-.g_J
leu.t_ Sathf.. c:tlonl IU.S. "'0Lab., Illat.\I.hit.. lJ._ctzoiel lo.vie_ Dzoiv.zo.1
lS.l_ct h'oo:l\Ieul IMvanud T-chnolovy ..,od\lct.1 ISd.ct PzooclucuJ
SJ>-ci .. l Notie_ to ooon.r. of ........_ie ICX-Hl00 and lQ.-H500 PZ'int_e•

U-eJ_I (:-g.IVhlt 'MU' -... ..ctlon on '-.onic Int._e.ctiv. lWeIi...
Pe_iOll.1y known ... ~.oni" ~ft COIIIP&nY. PIH ckoY_lop•

.oft-.-_ toe th_ J>OP'l1&Z' 300 p1atfono.... _11 •• toe PC and

Klt.cinto.h c~t_e•. "'11 M &<I4i"O _e_ and "'e. to 0\11' _b
.1U••0 to. .Ilr. to .top by .gain .oon~

lr..t-J
lr-g_l 1l-v_]I'&n&.onlc h pal't of Klt.t_\lMit.. Cl_"tzoic Corpo.o-.. tlon of

...,i..... which h .. bo th. "- ot T.chnic. and Qwo._ bZ'and

pcodl.let •. Y_ "..... check thoo._ pa,g_. foe con._e e.l.t-.l

inloe-..tion &lid .",..t_e ...d.tanc_ t_l_pta_ .......e •. YOIl " .....
..1.0 download til_ l .. t_.t lMvic. Dzoiv_e. f_ Jw.n&.onic c"""",t_r
hzoipMoed PeodllCt. vt. I"TP.

1:-0_1,"01' info,,-tion on _e u.:;.·b&• ..:1 "41) lab•• cli"k to
........_ic T_"hnologi_•• IftC. IPTl), wtUcll b euzol"9ntly tM
pc_i.r of till. dt_. A.bo. _ invit_ )"0'01 to vbit th _ _ ly

e_..s.d9n..:l _ ""0- of th. _el",,"l," ~t_r. for

.-...... i". Klt.U\I.hit.. 1:1_cteic Indu.tl'i.. l Co .. Ltd. in OM.k&.

" .. pan.

lr-g_) II-o_IKlt.u\l.h1t.. E1~eic cOJ'l'Oe.tion of ....-zoi..... _.t&b1i~-.l

in an, h thoo pdnc:ipal Noeth "-eiC&l'i ....i.Uary of
N.t.\llthit .. Ehctric lnoi1a.tzoi .. l Co .• Ltd. Along with OW' 1_1
'\I_ieU_i_.........UUi.t_•• _ zo_onhd ...1_ of $7 billion in

thoo Ihcal y....- .nol..t HaZ'ch 11.1'15. llaU\l.hllta -.ploy. U,OOO
~1_ in NoZ'th "-eic.. and hou 21 _Iaccuzoing dt •• in th.
United. St .. t_., e-d&. K-xieo and PII_rto Itico.

COPYl"tght at' Ikt ....hita lJ._tdc C:ol'JlO&'.. tion of zolc All eight....._.o:v-.<l •
.... t.\I.hit.. E1..:'tdc co.-poc.. ti_ of Alweic.. I On onie y 1 $_c"•. KJ 0709.

........oalc and ~hni". __ e-.gbt_ed. craca-zk. of t hic.. El..,tei" 1nd".teial Co.,
Qo&&.ar h • e-.ghtu'.cI tead_k of ..t .....hit .. lt1~eic Cocpor.. tion ot __dca.

Figure 1: Example of a WWW page and its textual content.

possible to adopt the high-level view that all Web
images are simply 2-D arrays of pixels, there are
good reasons to distinguish between the formats and
their various "flavors." Such an understanding can
contribute to the design of better-quality algorithms
for locating and recognizing embedded text, as well
as suggest new topics for inquiry.

An important consideration, independent of for­
mat, is that WWW images are designed with the
intention they will be viewed on computer moni­
tors. This manifests itself in two ways: liberal use of
color (up to 24 bits deep), and low spatial resolution
(72 dpi). The former can actually make up for some
of the limitations induced by the latter. Contrast
this with the input to traditional document analy­
sis, which typically consists of black text on a white
background, printed and scanned at resolutions of
300 dpi or higher. A lO-point character nominally
measures 83 pixels tall when scanned at 600 dpi. The
same character may only be 10 pixels tall when dis­
played on-screen and yet can still remain readable
if the proper colors are used. Figure 2 illustrates
the difference in spatial resolutions for a line of text
typeset in 10-point Helvetica.!

In the remainder of this section we discuss the GIF
and lPEG image formats and other related details.

2.1 GIF Format
GIF (for "Graphics Interchange Format") was origi­
nally developed by CompuServe for use in exchang-

1 As full color images, the examples presented throughout
this paper are much more legible. However, the need to pro­
vide hardcopy that can be reproduced inexpensively means
we must rely on grayscale for our figures.
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ing images via e-mail. It is by far the most com­
mon image format encountered on the WWW to­
day. In particular, nearly all of the small icons one
finds sprinkled across Web pages are GIF's, as well
as many of the larger images.

A significant limitation with the GIF format is
that a pixel is at most eight bits deep. Hence, a
maximum of 256 colors can be represented in a given
image. The color palette can be optimized for the
image in question, however, via a color map table
that is specified in a control block at the start of
the file. Unfortunately, certain Web browsers sup­
port only a single, fixed 256 color palette and resort
to dithering to simulate colors not present. As a
result, the user of a graphic may see something dif­
ferent than what the designer intended (this effect
is probably minor enough not to be a concern for
document analysis).

To save space and conserve bandwidth, GIF incor­
porates LZW compression. Since LZW is a lossless
scheme, the decompressed image is the same quality
as the original - there is never any degradation. Be­
cause the alphabet of possible symbols (i. e., colors)
is relatively small, LZW works well, especially when
there are large regions of uniform color.

These factors make GIF an efficient format for
stylized graphics, but less appropriate for pho­
tographs. There are, in fact, two standards for GIF
in use today, GIF87a and GIF89a. The former is
currently more popular, but the latter includes two
significant new features: support for a transparent
layer and animations. A transparent layer allows
the background to show through. This allows for the
creation of irregularly-shaped (i. e., non-rectangular)



The quick brown fox jumps over the lazy dog.

quick
Figure 2: Text typeset in 10-point Helvetica for the Web (left) and printed/scanned (right).

images. Animations will be discussed in a later sub­
section.

2.2 lPEG Format
JPEG developed by the Joint Photographic Experts
Grou~, combines OCT-based compression in the ~re­
quency domain with Huffman codln? of the r~sultlng

nCT coefficients.P It supports 24-blt color (i.e., any
of over 16 million colors can appear in an image).
This makes it the best choice for continuous tone
images such as photographs. A familiar example of
a JPEG image is shown in Figure 3.

Unlike GIF, JPEG is a lossy scheme. Compres­
sion is achieved by discarding the high order OCT
coefficients. This saves space, but degrades the high
frequency information in the image. JPEG supports
variable settings, making it possible to trade off file
size versus image quality. Compression ratios can
approach 100:1.

JPEG is somewhat problematic when applied to
images that contain text because of the artifacts it
introduces. Text is, in effect, a high frequency sig­
nal. This fact combined with JPEG's block-oriented
nature can lead to visible distortion in the vicinity of
characters. A textured "halo" is apparent surround­
ing the letters in Figure 4 (especi~ly obvious to t~e

immediate left of the 'Y'). For this reason, JPEG IS
usually used for images consisting solely of photo­
graphic data (e.g., the designer of Figure 9 chos~s

to make it a GIF, most likely because of the text It
contains).

2.3 Anti-aliasing
Anti-aliasing is the process of reducing the jagged
appearance of a sharp edge by blending the pixels at
its boundary with the background. It is independent
of the image file format. Figure 5 illustrates this
effect for a fragment of text originally typeset in 48­
point Times.

While anti-aliased edges are smoother and more
pleasing to the eye, there are in fact occasions whe~e

aliased text is preferable (see [13], page 96). ThIS
is particularly true for small font sizes - here anti­
aliasing may result in excessive blurring, making the
text more difficult to read (the text on the left side
of Figure 2 was anti-aliased).

Since the matter is one of the designer's prefer­
ence, text encountered in a Web image can be either

2To be precise, lPEG is not a. file format, it is a com­
pression algoritmn. The proper name for the associated file
format is lFIF (lPEG File Interchange Format).
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anti-aliased or not. This issue could complicate the
building of OCR classifiers for such characters.

2.4 Spatial Sampling Effects

Lopresti, Nagy, Sarkar, and Zhou recently observed
that when scanning a page, the effectively random
placement of the sampling grid (i.e., the <?C~ sen­
sor array) relative to the page can lead to significant
variation in the resulting character bitmaps [8]. An
analogous effect occurs when producing a GIF or
JPEG image using software such as Adobe Photo­
shop. Abstract characters are placed on a virtual
grid with a much finer resolution than the final out­
put. At some point, however, these must be mapped
to the intended resolution; the abstract characters
are sampled at the coarser grid rate, yielding vari­
ability much like the physical scanning process.

Figure 6 shows eight instances of the same 12­
point Helvetica fe' taken from an image rendered at
Web resolution. The difference in the bitmaps is
dramatic and due entirely to the placement of each
character as the image was produced.

2.5 Dynamic Documents

Unlike scanned paper documents, Web pages can be
dynamic. This nature is expressed in several differ­
ent ways. Over a period of time, it is often the case
that the same http pointer will refer to the most cur­
rent version of a specific document. The home page
for a research project, for example, might contain a
list of the people currently working on the project.
As people join and leave the project, the page is up­
dated. This natural evolution over time can be cap­
tured and presented in ways useful to someone try­
ing to understand the history of the project. Douglis
and Ball describe one such system designed to track
changes in the HTML text for Web pages [3]. This
same notion could be extended to the analysis of
Web images as well, although the technical issues
would no doubt be more challenging.

Perhaps more germane to the topic at hand are
the animated icons now becoming popular on some
pages. These are, in fact, part ofthe definition ofthe
GIF89a format. Multiple images can be stored in a
single GIF file. Browsers that support this feature
will then cycle through these frames in an endless
loop (those that do not support it will display either
the first or the last image in the sequence). Figure 7
shows three frames (out of 14) from an animated
GIF.



Figure 3: A JPEG image containing text.

It is quite evident to a human that this GIF con­
tains a large letter Ce' with the word "mail" circling
around it. Even ignoring the issue of detecting and
representing the motion in the image, this is clearly
a difficult problem. No single frame contains a clear,
head-on view of all the letters together. The entire
sequence of images must be analyzed and the results
synthesized in order to determine the text contained
in the animation.

2.6 Progressive Transmission
Bandwidth to/from the Internet is still very much
limited. Because the delivery and display of im­
age data, even when compressed, can require macro­
scopic amounts of time, both GIF and JPEG sup­
port the notion of progressive transmission. This
allows the user to see a coarse approximation to
the final image right away. The quality is then im­
proved in successive steps as more data is received.
If the user is able to recognize his/her goal before the
download is complete, it is possible to jump ahead
without waiting for the process to finish. This im­
proves the interactivity of the Web.

In the case of GIF, this is accomplished us­
ing interlacing. GIF's LZW compression is raster­
oriented; interlacing involves stepping through the
image and transmitting every eighth row in turn.
The result is a "chunky" effect until the image
reaches its final resolution. For JPEG, progressive
transmission involves sending the nCT coefficients
proceeding from low order to high. The image re­
solves itself as more and more high frequency infor­
mation is added back in.

While progressive transmission is important from
the standpoint of on-line response, its potential im­
pact on document analysis appears to be minor.
Since image processing algorithms are computation­
intensive and typically run in an off-line manner, the
penalty of having a lower-quality image to work with
more than offsets the small amount of download time
to be saved.

2.7 Other Issues
The process of designing a Web graphic is a highly
creative, labor-intensive activity. Since attracting
attention is often the primary goal, a large number
of different techniques are employed, some of which
have already been touched on. The powers of hu-
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man perception still greatly exceed what is possible
using a machine. Text can be overlayed on a complex
background and made so nearly transparent that it
would be impossible to locate much less recognize us­
ing existing approaches. Consider, for example, the
letter ca ' in Figure 8 which blends perfectly into the
background texture and yet can easily be segmented
out by a human. This makes the image more inter­
esting, but much harder to analyze for its textual
content. Weinman presents a good survey of the
various issues that arise when designing graphics for
the Web [13].

It should also be noted that the problem of locat­
ing and recognizing text in WWW images would be
moot if designers always elected to include the em­
bedded text in the source document. The HTML
image tag has an "alternate text" parameter ide­
ally suited to this purpose (the HTML comments
tag could also be used). In point of fact, however,
this is merely a convention; there is no way to en­
force such a policy and, as we observed earlier, many
Web pages simply ignore it.

Lastly, an important factor in the proliferation of
image text on the Web has been the lack of control
designers have over the typography of their pages.
Other than specifying the font size and several other
simple attributes (e.g., bold, italics), a document's
appearance is determined mostly by the user. To
guarantee a certain look, the designer is forced to
represent it in image form.

Recent extensions to HTML, however, are begin­
ning to offer the designer much more flexibility in
this regard. A number of companies have banded
together to develop standards for directly support­
ing anti-aliased fonts, for example. Hence, one might
argue that a key reason for wanting to embed text
in images is about to go away, and therefore there
is no need to worry about addressing the problem.
To believe this reasoning, however, is to believe that
the Web will become less multimedia-oriented in the
future. This does not seem likely - if anything, use
of the Web to deliver image data will continue to
grow.

3 Text Region Location

One of the difficulties we face in recovering text in
Web images is the detecting and recognizing text
embedded in a complex color background. As men-



Figure 4: JPEG compression artifacts.

tioned earlier, text in Web images can have arbitrary
colors and is often intermingled with differently col­
ored objects in the background.

Locating text in complex color images has been
addressed under different contexts in the literature.
Most of the methods, however, are designed to pro­
cess scanned images. In a paper by Zhong, Karu,
and Jain the authors discuss two methods for au­
tomatically locating text in CD cover images [15].
Huang, et al. [5] proposed a method based on group­
ing colors into clusters for foreground/background
segmentation of color images. In a paper by Do­
ermann, Rivlin and Weiss [2], the authors discuss
methods for extracting text (often stylized) from lo­
gos and trademark images. Another related work is
the genetic-algorithm-based technique proposed by
Zhou, Lopresti, and Zhou for extracting text from
gray-level scanned images [18].

3.1 Color Clustering
We recently developed a text detection algorithm
which is based on color clustering and connected
component analysis. Conceptually, our text extrac­
tion algorithm follows a similar paradigm as Zhong
et al.'s method. We first quantize the color space
of the input image into color classes by a clustering
procedure. Pixels are then assigned to color classes
closest to their original colors. For each color class,
we then analyze the shape of its connected compo­
nents and classify components as character-like and
non-character-like. Finally, character components
are aligned to form text lines. In contrast to Zhong
et al.'s method, however, we adopt a parameter-free
clustering method which is intuitive and robust. In
addition, a more sophisticated set of features are
used for connected component classification in our
algorithm.

The clustering method we used is based on the Eu­
clidean minimum-spanning-tree (EMST) technique.
The EMST-based clustering approach is a well­
known method and has been researched extensively
over the years. It has been shown that the method
works well on a variety of distributions [14, 4].

To apply the EMST clustering algorithm to color
image, we view each color as a point in a three di­
mensional RGB space. The distance between two
colors is computed as the Euclidean distance of their
RGB elements. An EMST is then constructed from
these points. Edges on EMST whose distance is
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larger than the average are then removed from the
EMST. The EMST tree thus trimmed may contain
several disjoint sub-trees, each of which corresponds
to a color cluster.

It is easy to see how an EMST can be used as
a basis for clustering. By definition, each edge in
the EMST of a set of points 5 is the shortest edge
connecting two partitions P and (5 - P) of 5. In­
tuitively, points in the same cluster should be con­
nected by shorter edges than points in the different
clusters. Hence, by removing edges with the longest
distance in the EMST we separate the points of set
5 into disjoint clusters.

3.2 Connected Component Analysis
For colors in each cluster, we select the color which
occurs most frequently in the image as the represen­
tative color of the cluster. After the color space is
quantized, the next step is to find connected com­
ponents belonging to each color class. For each con­
nected component, a set of features such as the num­
ber of holes it contains, the numbers of upward ends
or downward ends it has, etc., are extracted from
the component.

The algorithm then classifies connected compo­
nents into two classes: text-like or non-text-like.
The classification is based on the observation that
connected components of characters have different
shape characteristics than these from, say, graphi­
cal objects. A text component is often composed of
a few strokes, with a relatively uniform width, and
typically a small number of holes. A connected com­
ponent from a non-text region, on the other hand,
is irregular, with varying-size segments and many
holes. Non-text components are then excluded from
further analysis.

Finally, the algorithm performs a "clean-up" op­
eration. It analyzes the geometric layout of text
components. Heuristics such as text components of­
ten form co-linear lines are used during the process
to eliminate spurious text components. Figure 10
shows the result of the text detection algorithm on
the image in Figure 9. In this example, the orig­
inal image contains 63 unique colors and the color
clustering process groups them into 10 color classes
(clusters). In a recent experiment, we tested the
text extraction procedure on a set of WWW images
extracted from the Web. The experimental results
show that the text extraction algorithm works well



Figure 5: Aliased (left) and anti-aliased (right) text fragments.

on a variety of test images [16].

4 The Issue of Low Resolution

A major issue when attempting to OCR Web images
is the ultra-low resolution at which text is usually
rendered in these images. In a recent investigation,
we estimated that much of the text in Web images
is roughly equivalent to a 5 - 7pt font in a document
scanned at 300 dpi [9]. Such character images are
typically considered to be "difficult" for traditional
OCR technologies.

On the other hand, text in Web images is rather
"clean" - unlike scanned document, most Web im­
ages are created electronically, thus, do not contain
noise such as blur, speckles. Moreover, Web images
are usually free of distortions caused by skew, jit­
ter, etc. This relative "cleanliness" of Web images
suggests that in the development ofrecognition tech­
niques, we may not need to be too concerned with
the noise issue.

Nevertheless, text in Web images is not completely
distortion-free. There can be distortion, for exam­
ple, from compression loss, such as in JPEG com­
pression. Another major distortion for Web image
text comes from spatial sampling variation.

4.1 Color Information
Earlier studies have shown that it is possible to rec­
ognize text successfully at low resolution if color in­
formation is preserved during the digitization. For
example, Lee, Pavlidis and Wasilkowski investigated
the trade-off between spatial resolution and quanti­
zation resolution in signal processing [7]. It is pre­
dicted by the authors that for 10 point text the sam­
pling rate could be as low as 100 dpi (but not much
lower). Based on this result, Li and Pavlidis later
proposed a character recognition technique which
extracts features directly from the gray level of the
scanned input image [12].

Inspired by these research results, we initially
sought to apply Li and Pavlidis' idea directly on the
OCR problem for Web images. We implemented a
recognition process which was based on polynomial
surface fitting. Our idea was to approximate a char­
acter shape by a polynomial surface function. We
then extracted a set of features from the polyno­
mial representation for recognition. This technique
was later found to be unsuitable. The surface fitting
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method relies on the assumption that the color value
being continuous. Web images, however, often use
a small number of color shades. The high frequency
of the intensity changes in colors makes the surface
description unreliable.

4.2 N-Tuple Classifier
On the other hand, an alternative approach based on
the n-tuple technique shows to be more promising
for the problem. N-tuple classification is a rather
old OCR technique, first proposed in 1959 [1]. It
has received only scant attention since the early days
of OCR research. A major weakness of the n-tuple
method is its sensitivity to variations in the input
pattern. In addition, the selection of "optimal" n­
tuples is, in general, a computationally intractable
problem. Our motivation for re-examining the n­
tuple method comes from the observation that Web
image data is relatively low of distortion. Finding
distinguishing n-tuples may be more manageable in
this case.

An n-tuple is simply a set of locations in an image
bitmap. A typical statistical n-tuple classifier con­
tains two stages: in the training stage, the color pat­
terns at the locations as specified by an n-tuple are
examined for each character class, and their corrre­
sponding probabilities of occurrence are estimated
from a sample set. For recognition, the same n-tuple
is superimposed over the input image. The charac­
ter class of which the color pattern appearing in the
input is most likely to occur is assigned to the input.
Usually, several n-tuples can be used in the classifier.

The majority of n-tuple methods reported in the
literature are defined over a binary input space. An
obvious way of applying such n-tuple methods to
Web image OCR is to threshold the color image into
a binary bitmap and treat the problem as standard
n-tuple classification problem. The drawback of do­
ing so is that the information contained in the color
bits will be lost in the thresholding process. The
approach we developed takes into consideration the
"fuzziness" of the differentiation between foreground
objects (i.e., text characters) and the background
in the input image. Instead of an exact "fit" our
method measures the degree a tuple pattern matches
the input image pattern and finds the class the tuple
matches with a maximum likelihood.

To do so, we first assign to each pixel in the input
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Figure 6: The spatial sampling effect for anti-aliased text (12-point Helvetica).

image a value between 0 and 1 which represents the
certainty the pixel belongs to the foreground. Recall
that the text location process assigns a representa­
tive color for each detected text component. We
define the normalized color difference between the
representative color and the actual color at a pixel
as a measure of confidence the pixel belongs to the
foreground.

To apply the a-tuple method, we first assess the
confidence measures of pixels at selected locations
as specified by an n-tuple, alternatively, being fore­
ground or background. A joint probability distribu­
tion for all possible foreground/background configu­
rations at these locations is then calculated. Dur­
ing the training process, the probability distribu­
tion is evaluated over a set of character samples for
each character class. In the subsequent classification
process, a Bayesian maximum likelihood classifier is
used to determine the class of the input pattern. In
a recently experiment, we collected a small set of
character samples from Web documents and tested
the algorithm. Preliminary results show that our
n-tuple method worked quite well. The recognition
accuracy for the sample data was 90.2% [17].

One issue which is yet to be addressed is how to
select a set of appropriate n-tuples for the classi­
fier. In the current implementation, the locations
for each tuple are chosen randomly from the input
image space. As it is pointed out earlier, for non­
trivial recognition problems, it is usually computa­
tionally intractable to find the optimal choice of n­
tuples. Nevertheless, practical searching algorithms
have recently been developed for finding "good" tu­
ples. In a paper by Jung, Krishnamoorthy, Nagy,
and Shapira, the authors proposed two algorithms
for generating, from a small training set, a collection
of n-tuples which are "shift" invariant [6]. Such n­
tuples fit each positive pattern in at least p different
shift positions, and fail to fit each negative pattern
by at least n - q pixels in each shift position. "Shift_
invariance" is a desirable feature since this makes
the tuples independent of sample variations. We are
currently in the process of constructing a better n­
tuple classifier and conducting a larger-scale test.

5 Conclusions
In this paper, we explored the issue of image process­
ing for Web-based documents. We shown that the
rapid growth ofthe World Wide Web, and its natural
evolution towards more complex forms of multime­
dia, is creating significant opportunities as well as
new challenges for document analysis research. In
particular, we pointed out that the need for OCR
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still remains, and examined in some detail the prob­
lem of locating and extracting text from Web im­
ages. We described the current status of our work
in this area. We also discussed various topics for
further research.
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Figure 8: An image with hard-to-segment text.

Figure 9: A Web image example.

Stanford University
Figure 10: Result of the text detection algorithm.
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Abstract

With the advent of on-line access to very large
collections of document images. electronic
classification into areas of interest has become possible.
Classification (as we use it here) is a function of the
presence or absence of selected keywords within a
document's text. Two competing approaches are
available for the detection of keywords within a
document image. The first approach uses OCR on each
document followed by analysis of the resulting ASCII
text. An alternative approach is the use of whole word
shape recognition (as opposed to individual character
recognition) applied directly to the image. This
alternative has been explored because of its speed and
the expected robustness in the face of poor image
quality that corrupts OCRoutput.

In this paper we describe the results of
comparative testing between a commercial OCR engine
and the word shape based system SRI has developed.
The comparison discusses accuracy of keyword
detection. speed of execution. and the relationship
between accuracy and image quality.

1 SRI's Keyword Detection System

SRI has developed a system for keyword
detection in document images. The system. called
Scribble. uses the shape of the keyword as the primary
retrieval property.For machine printed English text, the
word shape is determined by the presence of ascenders
(characters with components that rise above the height
of a lowercase x) and descenders (characters with
components that fall below the baseline of the text).

The major compooents of the Scribble system are
shown in Figure 1.
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1.1 Basic Approach

The two components of input to the system are
the lexicon (i.e.• the set ofkeywords to be detected) and
the set of document images on which the detection
algorithmwill be run.

The word shape of each keyword within the
lexicon is codified by a preprocess that uses models of
individual characters to categorize each keyword with
respect to its ascender/descendercontent This process.
performed oncefor any given keyword set. is very fast.
even for very largelexicons (thousands of words).

As each document image is processed. a
prerequisite to the detection of ascenders and
descenders is the detection of a baseline and the
measurement of lowercase height on an given line of
text. An example of these survey lines is shown in
Figure 2. This is accomplished by a document page
decomposition algorithm that breaks the page image
into regions of text. partitions each region into
individual lines of text. and then partitioos each line
into individualwords.Thepage decomposition process
also determines document properties such as language
(the system is being extended to handle non-English
languages) and image quality (e.g.• smearing and
broken characters).

As each word is delimited. it is assumed a
possible match to any of the words within the supplied
lexicon.For a given keyword. (e.g. "might"). ascenders
and descendersaredetected (Figure 2) and their relative
locations with the word are compared to the
predetermined ascender/descender locations in each
lexicon word. This comparison. combined with an
estimateof the number of characters in the image word.
typically reduces the number of possible matches by a
factor of 100 or more. Once a small set of candidate
matches is found. the ascenders and descenders present
in the word image are segmented based on their
possible character identities as derived from the
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Figure 1.Scribblewordshaperecognitionsystemcomponents.

collection of candidate word matches. For example.
suppose the image word "might" induced the collection
of three lexicon candidates "might". "sight". and
"capella". Character segmentationwouldbe performed
around the location of the first ascender. first assuming
it was an "h" and then again assumingit was an "1". For
the first (only) descender. the segmentation algorithm
would assumea "g" and then try again assuminga "p"
(see Figure 3). Note that because a specific keyword
match has been hypothesized. the most appropriate
segmentation algorithm can be selected for each edge
of the character. The character segmentation procedure
contains approximately a dozen such character-pair
segmentationalgorithms. In the case of "g" in "might"
we segmentassumingthe "g" is precededby an "i" and
followed by an "h", thus the selection of the "Bottom
Drop" and "Top Rise" segmentation algorithms (see
Figure 4) When an hypothesized character has been
segmented. its image region is mapped to a 16xl6 pixel
array and compared to a 16xl6 generic (template)
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imageof thegivencharacter (seeFigure 5). The generic
templates are derived fran synthetic images of each
character in different fonts. If the match is successful.
the next ascender/descender is segmented and matched
according to the keyword hypothesis. If all characters
in the keyword are matched successfully. the document
page is markedas containingthe keyword

2 Comparative Test Results

The performance comparison tests used a total of
380 documentimages.These images were derivedfrom
the University of Washington COROM &g1:ish
Document Image Database I. To focus the comparison
on the wordrecognitionaspectof both Scribble and the
OCR engine. zones containing only single columns of
text withineach of the 380 images were selected. These
selected zones were then formed into new subimages
from each original.
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Figure 2. Baseline and lowercasemeasurement, ascenderand descenderdetection.

Figure 3. Segmentationbased on hypothesisof character identity.

The image set contained a range of font styles
and sizes as well as zone types (e.g., bibliographic
references. tides. simple text lines).

2.1 Lexicon Construction

The set of images came from four groups of the
imageson the CDROM. Fa: each imagegroup. two sets
of keywords were derived from the textual ground truth
associated with each selected zone of each image. The
first set of keywordsfor a group consisted of all words
of four or more characters which appeared at least three
times within the document group. The second set of
keywordsconsisted of words at least eight characters in
length which appeared at least three times within the
group. The requirement that a keyword appear at least
three times within the documentgroup ensures that our
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statistics will reflect the search for the same word in
differentimagecontexts.The number of images in each
group and the number of words in each of the two
lexicons associatedwith each group is given in Table 1.

2.2 Overall Accuracy

The first test compared the accuracy of Scribble
versus OCR. Recall that the basic task is the
classificationof documentpages as "interesting" versus
"not interesting" based on the occmrence of keywords.
Thus the accuracy of a particular Scribble or OCR
output for a given document was defined as the
percentage of keywordscorrectly reported (Eq. 1). The
complementof this measure is the false alarm rate. i.e.•
the number of times a keyword is reported as present
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Figure 4. Image featuresused for segmentation determinedby hypothesisof character pair.
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Figure 5. Template matchfor characterg

(
# correctly reported ) ( )

%ACCURACY = 100x # should be reported 1

when it is not. Because both Scribble and OCR have
low false alarmrates (below 3%). this measure was not
tabulated.

When Scribblerecognizesandreports a keyword.
it does so based on the whole image of the word. In
contrast. the OCR output is a text file which must be
searched for the presence of expected keywords.
Because OCR is a character (rather than word) based
process. a single misrecognized character will render
the keyword not found. One could allow for single or
multiple missed characters in both the OCR. outputand
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in the Scribbleprocess.This would increase the number
of declared hits (and thus the accuracy as defined
above)but at thecost of a higher false alarm rate.

The OCR. engine used in these tests had a
tendency to recognize the lower case letter "1" as the
number "1". This is understandable as in many fonts
these two glyphs look very much alike. To enhance the
OCR. performance levels. the keyword check of the
output text file allowedfor the replacementof an 1with
a 1. This added about 20% to the accuracy level of the
OCR output. Similar problems were noted for the
charactercombination''ri'' which was often reported as
an "n", The analysis of the OCR text output also
allowedfor thisconfusion.

Histograms of the accuracyof Scribble and OCR
performance are given in Figure 6 and Figure 7. The
results are summarized in Table 2. Note (in the



Table 1.Lexiconsize for each image group

Group #ofimages # of words(>3 chars) # of words (>7 chars)

A 95 1539 646

C 71 1119 472

D 89 1157 473

E 125 1847 794

histograms) that both OCR and Scnbble failed
catastrophically 00 some document images. Examples
of images that caused thesefailures are shownin Figure
8.

2.3 Accuracy Versus Image Quality

One of themotivationsfor the use of word shape
recognition techniques was the assumption that such
techniques would remain viable in the face of poor
image quality. To test this assumption, the average
Scribble and OCR performances were plotted as a
function of increasing image degradation (i.e.•
decreasing image quality).

Before this plot could be made. it was necessary
to obtain sane measure of image degradation.
Although the Scribble page decomposition algorithm
makes some estimates of the image quality of each
textline, these estimates primarily measure the amount
of smear (touching characters) in the image. Analysis
of the poorly scoring images from the overall accuracy
test indicated that poor performancewas also linked to
broken characters. Finally. the discrepancybetween the
OCR text output and the ground truth text on a
character by character basis was used as a measure of
image degradation. Although this means (almost by
definition) that the OCR performance would decrease
as this measure of degradation increased. we are only
interested in discovering the tendency of the Scribble
performance as the OCR performancechanges.

Samples of images with high measured
degradation are shown in Figure 8. Plots of accuracy
versus image degradationfor the two lexicons are given
in Figure 9 and FIgure 10. These plots support the
initial presumption that the word shape algorithm is
more robust than character based algorithms of
standard OCR. In addition. the difference is more
pronouncedfor longer keywords.
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2.4 Execution Times

Three factors made it difficult to compare the
executiontimesof Scribbleversus theOCR engine.

First, the image files were supplied by a file
server that was also servicingmany other clients. thus
response time was a functionof theoverall system load.
This problem was mediated by running late at night
while the systemload was minimal.

Second. the two executables were on different
machines. Scribble 00 a Sun MicrosystemsUltra 1. the
OCR engine on a Sun Microsystems Spare 1. Both
machines had canparable memory and access to the
same file servers. Benchmarkssuggest that theUltra is
approximately an order of magnitude faster than the
Spare. Thus an approximate comparison can be made
by dividingeach document's OCR time by 10 to obtain
the execution time on an Ultra.

Finally,because Scribbleincorporates knowledge
of the keywordlexicon directlyinto the image analysis.
Scribble's executiontime is a function of the size of the
lexicon itself. More words in the lexicoo. mean. on
average. more possible character segmentations and
matches to evaluate at each image word. The OCR
searchconsists of two steps (the OCR process itself and
the analysis of the output text file). Only the second
step is a function of the lexiconsize.The time taken for
this second step was small relative to the OCR process
time and so wasnot measuredduring the tests. For very
large lexicons this text search time may become
significant.

Accountingfor the above mentioned factors. the
execution timecomparison is given in Table 3.



Table 2. OCR and Scribble Accuracy

ENGINE LEXICON AVERAGE MEAN

OCR >3 chars 81% 86%

SCRIBBLE >3 chars 87% 90%

OCR >7 chars 74% 79%

SCRIBBLE >7 chars 84% 88%

3 Conclusions

The assumption that motivated the development
of word shape recognition systems for use in keyword
spotting was that the performance of such systems
would match or exceed that of traditional OCR.
especially on images of poor quality. The tests
described in this document have verified the
assumption. On average. the Scribble word shape
system was between 6% and 10% more accurate than
OCR.

An additional benefit has been the reduced
execution time per document. Scribble's average time
per page was 50% to 80% faster thanOCR. The worst
case time for Scribble (which is a function of the
number of text1ines on a page) was only 4 times the
average. For OCR, the worst case was more than 35
times the average.

It should be noted. however. that both Scribble
and OCR encountered a few pathological cases in
which performance of one or the other was
exceptionally poor. Examination of the set of images
that confused OCR did not reveal any clue to the OCR
behavior. The images that caused Scribble to fail
generally had lines that were misinterpreted at the page
decomposition stage. Because such misinterpretations
induce large fluctuations in Scribble's image property
measurements. the fluctuation of these measures can be
used to flag such documents for human attention off­
line.
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(a) OCR
Average = 81 %, Mean = 86%

(b) Saibble
Average =87%, Mean =90%

Figure 6. Accuracy of OCRandScribble on lexicons withkeywords of 4 or morecharacters.

(a) OCR
Average = 74%, Mean = 79%

(b) Scribble
Average =84%, Mean =88%

Figure 7. Accuracy of OCRandScribble on lexicons withkeywords of 8 or morecharacters.
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(a) touching characters

(b) broken characters

Figure 8. Samples of poor quality images.

Scribble

OCR

Figure 9. Accuracy versus imagedegradation for lexiconof keywords of length8 or more.

212



Figure 10.Accuracyversus imagedegradation for lexiconof keywords of length. 4 or more.

Table 3.ExecutionTunea Comparison

Scribble

OCR

ENGINE LEXICON
AVERAGE

MINIMUM TIME MAXIMUM
TIME TIME

OCR either 13 seconds < 1 second 496 seconds

SCRIBBLE >3 chars 6 seconds < 1 second 24 seconds

SCRIBBLE >7 chars 2 seconds < 1 second 6 seconds

a. Tunes are for executionan SunUltra 1.
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Abstract
Images and signals may be represented by forms

invariant to time shifts, spatial shifts, frequency
shifts, and scale changes. Advances in time­
frequency analysis and scale transform techniques
have made this possible. However, factors such as
noise contamination and "style" differences compli­
cate this. An example is found in text, where letters
and words may vary in size and position. Examples
of complicating variations include the font used, cor­
ruption during fax transmission, and printer charac­
teristics. The solution advanced in this paper is to
cast the desired invariants into separate subspaces
for each extraneous factor or group of factors. The
first goal is to have minimal overlap between these
subspaces and the second goal is to be able to identi­
fy each subspace accurately. Concepts borrowed from
high-resolution spectral analysis, but adapted unique­
ly to this problem have beenfound to be useful in this
context. Once the pertinent subspace is identified,
the recognition of a particular invariant form with­
in this subspace is relatively simple using well-known
singular value decomposition (SVD) techniques. The
basic elements of the approach can be applied to a
variety of pattern recognition problems. The specific
application covered in this paper is word spotting in
bitmapped documents.

1 Introduction

The recognition of specific signatures in images and
signals has long been of interest. Powerful tech­
niques exist for their detection and classification,
but these techniques are often defeated by changes
or variations in the signature. These variations of­
ten include translation and scale changes. Methods
exist for transforming the signal/image so that the
result is invariant to these disturbances. Transla­
tion and scaling are well understood in a mathemat­
ical sense, so it is fairly straightforward to design
methods which yield a transformed form of the data
wherein these effects are removed. There are other

variations which are not well described mathemat­
ically or are not mathematically tractable in terms
of reasonable transformations. This paper describes
a combination of techniques which allow scale and
translation invariant transformations to be used as
one step of the signature recognition process. This is
followed by an approach which separates the entities
to be classified into a number of subsets character­
ized by additional variations. A new method is in­
troduced to identify the subset to which the specific
entity at hand belongs so that classifiers specific to
that subset can be used. A two dimensional image
is the basic starting point for the technique. This
may be the actual image of an object or the two di­
mensional form of a signal representation such as a
time-frequency distribution.

Classification of words appearing in different fonts
and sizes serves to illustrate the methods developed.
However, the approach is quite general and may be
applied to a variety of problems and signals.

A representation termed the Scale and Transla­
tion Invariant Representation (STIR) is introduced
here, It has desirable properties for pattern recog­
nition under certain conditions. The object to be
recognized is assumed to have consistent shape and
appear on a constant intensity background. Using
autocorrelation and the scale transform, one may
produce STIRs which are identical for examples that
have been translated on the background or scaled
(compressed or dilated) along one or more axes.

Concepts borrowed from high-resolution spectral
analysis, but adapted uniquely to the problem of
classifying these STIRs have been found to be use­
ful in this context. In high resolution frequency es­
timation, the noise subspace eigenvectors of the au­
tocorrelation matrix are used. Pisarenko harmonic
decomposition [1] employs the orthogonality of the
noise subspace to the signal vectors to estimate si­
nusoid frequencies. This idea is used in the classifi­
cation of signals following STIR processing.

A standard approach is to use the training data
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to generate templates for each class. A similarity
measure, such as correlation coefficient, between the
processed test data and each template is calculated
and the test data is declared to be in the class cor­
responding to the largest similarity measure. In this
noise subspace approach, an orthogonal subspace is
created for each class of training data. A measure
of the projection of the test data onto each of these
subspace is calculated. Test data matching a given
class should be orthogonal to the noise subspace for
that class and yield a small projection measure.

The STIR and noise subspace classification
method are applied to the example of word spotting
in bitmapped documents. For a bitmap word input,
the data are represented invariantly to translation
and size, then submitted to a word detection algo­
rithm. This combination of methods is applicable to
many pattern recognition and detection problems of
any dimension.

2 Background

The approach presented in this paper appears to be
quite novel. There is not a lot of previous work that
needs to be cited in order to build up to the ap­
proach. However, a few words on related approach­
es are appropriate. In addition, the time-frequency
motivations behind the present work reveal the pro­
gression of the concepts and how they came to be
applied to the word spotting problem.

2.1 Hidden Markov Model
Approaches

Word and character spotting or recognition in docu­
ments have been a topic of interest for many years. A
recent comprehensive review covers the field well[2].
The directions being taken now depart from histori­
cal approaches which depended on template match­
ing and edge tracing. Many of these approaches have
historically involved the "direct approach" wherein
one attempts to capture obvious features. An ap­
proach based on hidden Markov processes (HMM)
is more in line with the statistical approaches that
we wish to employ, however. Recent reports[3, 4]
might be considered to reflect the present success
using this technique in word spotting in documents.
The system was evaluated on a synthetically creat­
ed database that contains about 26 000 words. They
achieve a recognition accuracy using a 2-D HMM of
99% when words in testing and training sets are of
the same font size, and 96% when they are in dif­
ferent sizes. In the latter case, the conventionall-D
HMM achieves only a 70% accuracy rate.

Word spotting in speech has also been accom­
plished using HMM techniques[5]. These studies
were carried out using radio dialog. Both the HMM
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document studies and the HMM radio speech stud­
ies form an appropriate benchmark for our research.
It seems that HMM techniques are widely regarded
to be one of the best present approaches available.

2.2 Time-frequency concepts
The recognition of specific signatures in images and
signals has long been of interest. Powerful tech­
niques exist for detection and classification, but
these techniques are often defeated by changes or
variations in the signature. These variations often
include translation and scale changes. Methods ex­
ist for transforming the image/signal so that the
result is invariant to these disturbances. Transla­
tion and scaling are well understood in a mathemat­
ical sense, so it is fairly straightforward to design
methods which yield a transformed form of the data
wherein these effects are removed. A general phi­
losophy of time-frequency representation termed the
Reduced Interference Distribution (RID) approach
has been developed by our group at Michigan[6, 7].
An illustration of the importance of this concept is
shown in Figure 1. The spectrogram is an important
tool in speech and other areas, but this figure reveal­
s some of its problems which can be understood in
terms of a full time-frequency conceptualization.

A considerable amount of work has recently been
carried out on time-frequency distributions (TFDs),
yielding newer TFDs which offer a considerable im­
provement over more traditional TFDs such as the
Wigner distribution and the spectrogram[8, 9]. One
can now readily design TFDs which represent the
joint energy of a signal as a function of time and fre­
quency or space-frequency distributions which rep­
resent the joint energy of images as space-spatial fre­
quency distributions (two spatial variables x and y
and two spatial frequency (wavenumber) variables
flx and fly). Furthermore, with careful design,
these joint distributions can exhibit proper covari­
ances with time, frequency or spatial shifts such that
the representation shifts in accordance with these
shifts but does not change in its configuration[lO].
The well-known spectrogram has been extensively
used in speech analysis and it has these useful prop­
erties. A shift in time or a shift in frequency of the
signal1 will shift the representation appropriately in
time and frequency. However, the spectrogram does
not exhibit the proper characteristics in response to
scale changes in the signal. That is if x(t) becomes
x(at), the Fourier transform of x(t) changes from
X (w) to ~X (-;t ). This is illustrated in Figure 1.

One can readily see that the spectrogram results
simply shift in time and shift in frequency in ac­
cordance with time and frequency, but the scaled

1Within reasonable bounds that do not induce aliasing or
some other undesirable effect.
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and time shifted click produces a somewhat distorted
version of the representation with extra shaded re­
gions above and below the main components as well
as some changes in the main components. The RID
result shown in Figure Ic illustrates the same basic
invariance in the representations at the proper time
and frequency shifts as does the spectrogram, but
produces a result in keeping with the Fourier theory
when scaling is applied. The RID result compresses
in time and expands in frequency in accordance with
the Fourier theory. The well-known wavelet trans­
form would represent the original click and its time
shifted and scaled version properly in that the scaled
version would simply shift in scale. However, the
representation produced by the time and frequency
shifted click would be distorted in this case.

The spectrogram, the Wigner distribution and
other time-frequency distributions such as the RID
are members of what is generally known as Cohen's
class of distributions. The RID enjoys many desir­
able properties that one would wish to have in time­
frequency distributions, as does the Wigner distri­
bution. However, the Wigner distribution exhibit­
s troublesome cross-terms or interference terms be­
tween signal components. The RID reduces these in­
terference terms considerably while retaining most of
the high resolution of the Wigner distribution. The
RID has revealed many hitherto unknown phenome­
na in many types of signals, including radar signals,
sonar signals, machine signals, vibrational signals,
speech, biological signals and biomedical signals to
name a few (See Figure 1, for example). We have
been quite active in pursuing the development and
uses of the RID. One example of the RID that is
often cited in the literature was developed here by
Choi and Williams. We call this the Exponential
distribution or ED. One designs TFDs by choosing
certain kernels in Cohen's class of distributions. The
general class is defined by:

Cx(t,Wj ¢) = JJJei (- 8t - -r8+ wU)¢ ( B, 7)

x(u + 7/2)x*(u - 7/2)dud7dB (1)

where x(t) is the time signal, x*(t) is its com­
plex conjugate, and ¢(B, 7) is the kernel of the
distribution.f The choice of the kernel dictates the
properties of the resulting TFD. The kernel for the
Wigner distribution is unity. The kernel for the spec­
trogram is a two dimensional filter based on the anal­
ysis window and the kernel for the RID is specially
designed to retain many desirable properties while
retaining high resolution in time-frequency.

Since there is an extensive literature in this area
and a number of comprehensive reviews of this liter-

ature, we will not present the theory or discuss the
applications in detail in this paper. There are sever­
al other useful TFDs which do not strictly conform
to the constraints placed on the RID and thus do
not enjoy all of its useful properties. Some are RID
variations and others are developed under different
assumptions.

We have carried out some initial work toward the
goal of extending time-frequency techniques into the
spatial realm. In this case, 2-D images in x and
yare converted into 4D representations, represent­
ing not only the original x and y variables, but also
their spatial frequencies as well. These results show
that additional information about the image is in­
deed revealed by these representations which are an
extension of TFDs. Some previous work on applying
Wigner distribution concepts to images are very in­
teresting and seem to have quite a lot of promise[ll­
14]. Advances in the theory and computer technolo­
gy may now make it worthwhile to revisit such ideas.

Speech would seem to be a natural application
of RIDs. A few studies of speech involving RID­
s have been reported in the literature. We have
carried out some preliminary work which is promis­
ing in terms of speaker recognition[15] . Combining
RID ideas with the recently developed scale transfor­
m and some modified signal subspace concepts has
led to a highly effective method of classifying sig­
nals and images. The scale transform must now be
introduced so that its role in the approach can be
appreciated.

2.3 The Scale Transform
The scale transform has been described by Cohen[16]
to be:

1 100

e-
j cln t

D(c) = r,c f(t) v't dt
y27l" 0 t

The scale transform is of interest to this paper be­
cause it is able to remove the effect of scale in the
images. There is an analogy to the Fourier transfor­
m. The Fourier transform of a signal, x(t) and the
Fourier transform of a shifted version of that signal,
x(t - to) differ only by a phase factor.

F[x(t - to)] = Xo(w) = X(w)e- j wt o (3)

so that
IX(w) = IXo(w)1 (4)

In a like manner, the scale transform of x(at) differs
from the scale transform of x(t) only by a phase
factor, so that the magnitudes of the scale transform
of x(t) and x(at) are identical. Thus the effect of size
changes can be removed by using only the magnitude
of the scale transform.

2The range of integrals is from -00 to 00 for this paper
unless otherwise indicated.
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Figure 1: TFD results for time shifted, frequency shifted and scaled dolphin click. (a.) Spectrogram.
(b.) Original click, scaled and time shifted click, time shifted and frequency shifted click. (c.) Reduced
Interference Distribution (RlD) click results for the same time shifts, scaling and frequency shift. Reproduced
from[10].
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Figure 2: Typical 2-D autocorrelation result for a 63x63 pixel bitmap of two lowercase letters. (a) 'a' in
Courier(12pt) , (b) 'b' in Courier(12pt),(c) 'a' in Helvetica(12pt), (d) 'b' in Helvetica(12pt), (e) 'a' in
Times(12pt) , (f) 'b' in Times(12pt).
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We have developed a discrete form of the scale
transform[17, 18] which can be computed efficiently.
One might question the use of the scale transform
rather than the more well-known Mellin transform.
One reason is that the standard Mellin transform
weights signal components in lower time more than
in higher time. A second reason is the relationship of
scale to wavelet concepts and the insights it brings in
this light. We have adapted Mellin transform ideas
from the paper by Zwicke and Kiss[19] for our scale
transform applications.

2.4 Scale transform applications to
speech

Cohen, in his theory of scale, treats it as a physical
variable just like frequency. Marinovich et al[20],
have shown that the concept of scale can be prof­
itably used to understand the nature of the speech
signal. To illustrate the main issue that motivated
the work consider the example of a grown person and
a child making the sound "ah". The time-frequency
structure of these two sounds is different. The fre­
quency bands, the formants, are at different loca­
tions; the frequency spacings between the formants
are different. However, one interprets the sounds as
the same. How is that possible? If the two sounds
had spectra that were scaled versions of each and
the auditory system unsealed them, they would be
perceived the same. Indeed it has been experimen­
tally shown for vowels that sounds which one cate­
gorizes as the same but produced by different size
vocal tracts have spectra that are scaled versions of
each other, where the scaling occurs in the frequency
domain.

We are able to cope with the various types of
transformations performed on the signals and im­
ages which occur in our environment - time shift­
s, frequency shifts, translations in space and scale
changes. In order to devise systems which will per­
form under these conditions it is necessary to cope
with these changes in the design of the algorithms.

2.5 Tools for Invariant Image
Representation

Several tools have been developed for representation
of the images we seek to classify. In this section we
will confine ourselves to 2-D images. These results
were obtained when we decided to "back-off" from
the full 4D representations mentioned previously for
a time due to their representational and computa­
tional complexities. The idea was to gain insight
in a simpler setting and then return to the more
complex representations as experience dictates. The
more complicated 4D functions required for the 4D
representations were thus temporarily replaced by 2­
D autocorrelations. The steps in the image process-

ing algorithm which are reflected in the character,
word and sound classifications are:

• Autocorrelation of the 2-D representations to
remove translational effects.

• 2-D scale transformations of the the autocorre­
lation result to remove scaling effects.

• Partition of the results into subsets which reflect
extraneous variations of the data.

Classification of the image involves two steps.
These are:

• Determine the subset to which the unknown im­
age belongs.

• Use the classifier designed for that specific sub­
set to classify the image.

2.6 Computation of the 2-D
Autocorrelation

The autocorrelation function of the signal provides
the stable origin needed by the scale transform.
Since the autocorrelation simultaneously sums over
all points of a function, shifting of a signal over the
plane does not affect the values for each lag. It is well
known that autocorrelation removes translational ef­
fects in images and specifically in optical character
recognition (OCR) methods[2].

The 2-D discrete autocorrelation may be carried
out as follows'':

where a(nl, n2) is the image. The image need not
be centered within the bitmap representation, which
has finite support in nl, n2. The bitmap is assumed
zero outside of the specific bitmap support region
chosen.

The 0,0 lag point provides an origin from which
the autocorrelation function scales. Another feature
of the 2-D autocorrelation function is the symme­
try A(kl , k2 ) = A( -kl , -k2 ) . Hence, the first and
fourth quadrants together contain complete informa­
tion about the entire autocorrelation lag plane. This
attribute will be used in applying the scale transfor­
m. An autocorrelation function for a bitmap of the
word VAN is shown in Figure 5

For pattern recognition purposes, one must be
aware of the loss of information which results from
obtaining the autocorrelation of the signal. The goal

3The reader will probably recognize that this computation
can be done in the frequency domain by taking the squared
magnitude of the 2-D Fourier transform of the image with
subsequent 2-D inverse Fourier transforming
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here is to remove only translation effects. Unfortu­
nately, due to the symmetry of the autocorrelation
function, an ambiguity in the orientation of the orig­
inal image is introduced. The autocorrelation of an
image is indistinguishable from the autocorrelation
of a 180 degree rotated version of the image. This is
due to the masking of phase information when the
autocorrelation is applied to a signal.

few 1

•
I sl

STIR Vector

rnN 2 I rt7N4

2.7 2-D Direct Scale Transform
The scale transform is based on exponential sam­
pling relative to the origin,so the entire autocorrela­
tion plane cannot be dealt with at once. Since both
lag values in the first quadrant index from zero in
the first quadrant, the scale transform may be di­
rectly applied. The lag axes in the fourth quadrant,
however, aren't both positive, so reindexing is neces­
sary. For each quadrant the axes must be included,
since the scale transform indexing is based relative
to the origin.

Hence, define two discrete quadrant functions of
the Autocorrelation plane as follows:

ACFSX Matrix

Figure 3: Forming one of the components of the
STIR Vector from one of the ACFSX matrices

The novel image classification approach involves
two steps. These are:

• Determine the subset to which the unknown im­
age belongs.

• Use the classifier designed for that specific sub­
set to classify the image.

2.8 Designing the Classifier
Suppose that the invariant form is characterized by
a two dimensional representation !1(p, q). This 2-D
representation may be decomposed using eigensys­
tem techniques as

where the (3j(p, q) are eigenimages and the aj are
the eigenvalues of the decomposition. The eigen­
system decomposition is carried out on a collection
of !1(p, q) examples coming from the classes of ob­
jects (signals or images) that are of interest. The
eigensystem decomposition then provides an ordered
set of eigenimages ordered according to their eigen­
values. Although the eventual goal is to use true
two dimensional eigenimage analysis, suitable algo­
rithms to accomplish this have not been identified.
One may utilize a simpler one dimensional approach
which lends itself to readily available algorithms.

2.9 Classification of Patterns
Our technique for pattern classification uses STIR
images decomposed into an orthonormal set of de­
scriptors, using a concept borrowed from Pisarenko's
harmonic decomposition [1, 18]. The Singular Value
Decomposition (SVD) is used here. The STIRs of
each exemplar in a class are shaped into a row vec­
tor by concatenating vectors formed from the rows
of the two ACFSX matrices (See Figure 9). These
row vectors are stacked to form a matrix represent­
ing the class. The SVD is then applied to extract
essential features of the set of vectors. Provided that
a sufficient number of scale coefficients are calculat­
ed, singular values of zero will result. Right singular

A 2-D scale transform approximation is imple­
mented by applying the ID scale transform algo­
rithm in (2) first to the rows then to the columns
of a matrix of values. Applying such a 2-D scale
transform to Ql and Q2 and taking the magnitude
of the result yields two 2-D matrices of scale coeffi­
cients. The size of these matrices is determined by
the number of row and column scale values selected.
These two matrices are called ACFSXs (Autocorre­
lation Functions - Scale Transformed).

Since the autocorrelation function input was not
energy normalized, normalization of the scale magni­
tudes is required for a scale invariant representation.
Since the scale transform is a linear transform, nor­
malization may be done by a variety of methods to
generate an appropriate result.

The two ACFSX matrices together represent a
STIR of the original 2-D input. Since it is not pos­
sible to calculate the scale coefficient D(c) for every
c, a set of scales is chosen for computation of the
scale transform coefficients. Hence, the transform
is not invertible. In addition to providing a scale
invariant representation, other signal information is
lost. The usefulness of the STIR is dependent on its
implementation and application. For the very com­
mon case of a 2-D function sampled into a matrix
of discrete values, we have developed a classification
scheme which can be used with STIRs as the inputs.
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vectors corresponding to zero singular value define
a subspace orthogonal to the class of STIR vector
representations.

In classifying a test signal, generate its STIR vec­
tor. Compute for each class the sum of inner product
magnitudes of the STIR vector with the orthogonal
subspace vectors. If the sum is zero, then the test
signal must be a member of the corresponding class.
In practice, one does not obtain a zero sum with the
proper subspace class, but the sum resulting from
the proper class has the smallest magnitude relative
to sums from calculation with other class subspaces.

In addition to the invariances, STIRs have the
desirable property that for a fixed set of row and
column scales the sizes of all STIR matrices are i­
dentical, regardless of the size of the input matrices.
Hence, inputs from different sources may be treated
identically once processed into STIR images.

2.10 Classification of Characters
The initial approach which was taken was to decom­
pose the STIR images via singular value eigendecom­
position (SVD) in order to provide an orthonormal
set of descriptors. In order to accomplish this, the
STIR images of the characters were reshaped into a
single vector by concatenating the rows of the STIR
matrix to form a STIR vector. A new matrix con­
sisting of all of the characters of interest for a range
of sizes and the three fonts was formed from these
vectors. The SVD was applied to extract essential
features of the of the set of vectors. Several sin­
gular vectors with the largest singular values were
chosen as features. Unfortunately, classification re­
sults were not impressive. The font variations were
sufficient to reduce classification accuracy below ac­
ceptable levels. In order to combat this problem, the
results were separated into subsets, with one subset
representing each font type. Then, a novel orthogo­
nal noise subspace method was used to identify the
specific font used to produce the unknown character.

Almost all of the undesired variation due to shift
and scale may be squeezed out of the final invariant
form. There may still be some residual effects due
to discretization and computation.

The N x M STIRs may be converted into vectors
of length N x M by either concatenating the rows
or columns. Then, readily available Singular Value
Decomposition (SVD) techniques may be applied to
the vectorized set of images. Suppose there are sev­
eral different extraneous variations in the supposedly
invariant representations caused by a variety of fac­
tors. Representation by a variety of font types and
pixelation errors as well as FAX noise are examples
of these extraneous variations. Conversion of the
STIR matrices into STIR vectors is illustrated in
Figure 9. Two such conversions, when concatenated
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form the STIR vector.

3 Noise Subspace Method Details

The N x M STIRs have a large number of elements.
Usually, for classification methods to work, one wish­
es to have a considerably greater number of represen­
tations of the signal vectors than there are elements
in those representations. Here, we have exactly the
opposite. There are many more elements in the
vectorized 2-D forms than there are vectorized 2-D
forms. This is usually a statistical nightmare. How­
ever, suppose there are K examples (K « N x M).
Then the SVD produces N x M orthogonal eigen­
vectors, the first K of which form a complete or­
thonormal basis for the vectorized invariant forms.
The remaining SVD eigenvectors (the noise eigen­
vectors) must be orthogonal to all of the original
vectorized invariant forms. Suppose that we now
obtain a new example". Convert it into the STIR
form and then, vectorize it to form the STIR vec­
tor. If it belongs to the set of STIR vectors used to
produce the SVD results, then it should be orthog­
onal to all of the noise eigenvectors produced by the
SVD. Therefore, its projection on any of the noise
eigenvectors should be zero. If we have carried out
the whole process through the SVD for a number of
different sets of signals, we should find the projec­
tion of the STIR vector of the unknown signal on the
noise eigenvectors of each set of signals. The small­
est result will be theoretically obtained when this is
done using the noise eigenvectors of the set to which
the signal belongs. This idea may be expressed more
formally. The SVD is performed on the set of ma­
trices formed by STIR vectors for each font. Denote
this matrix to be Qk, where k is the kth font. The
variety of the STIR vectors which form the rows of
this matrix should cover a full range of variations of
all of the characters represented by that font. Sup­
pose there are Nc characters of interest. This could
be all letters, special characters and numbers. This
number would be multiplied by the number of font
sizes of interest to yield N t ot . Application of the
SVD yields

(10)

The N t ot columns of V form a basis for the rows
of Qk. If there are columns left over they will be
orthogonal to all of the rows of Qk. This may be
accomplished by designing the STIR representations
such that the STIR vectors meet this condition by
having more elements than there are rows in the Qk
matrix. For illustration, suppose one picks a "noise
vector" Z from this set of orthogonal columns, call

4If images are the inputs proceed, if a signal convert it into
a TFD image and proceed



Where "0" is a row vector of zeros. However, for
another font representation, Qr,
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Figure 4: Bitmapped Representation of VAN

Figure 5: 2-D Autocorrelation of VAN
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4 Application: Wordspotting

This example shows how STIR and the SVD noise
subspace index are combined to perform as a size
independent word recognition classifier. A complete
document identification system incorporates much
more than the pattern classifier presented here. This
application shows the viability of the method for
pattern classification. Performance on multiple fonts
is a straightforward extension of the single font
wordspotter.

STIRs and noise subspace methodology are used
to spot a word in text independent of size or trans­
lation. Omitted is the task of segmenting an image
into individual word bitmaps. Given the additional
white space between words in a document, the seg­
mentation task is much easier than character seg­
mentation. For many documents, this may be sim­
ply performed by breaking text at intervals of white
space which exceed a given distance.

Each segmented bitmap is considered as an iso­
lated recognition task. Contextual information such

(11)

(12)

3.2 Font Specific Classification of
Characters and Words

Suppose one has the bitmap of an unknown char­
acter. The STIR representation of the character is
projected onto the subspace of each font. We can
thus find a selection value that determines the font
class membership of the unknown character. Next,
the classifier designed for the specific font subspace
is used to classify the character. This subspace is
built from all of the characters in the search set rep­
resented over a number of sizes. We have used a
wide range of font sizes from 10 to 50 in building
these font specific subspaces. This method works
very well using a number of classification methods.
We use the most important features extracted from
the SVD decomposition of the STIR vector. Typi­
cally, we obtain 100 percent correct character clas­
sification, even with fax corrupted bitmaps[18]. On
rare occasion incorrect font subspaces are selected.
Nevertheless, the correct character classification still
results. This is the ultimate goal, after all. Also, on
rare occasions, "b" is confused with "p" and "u" is
confused with "n" in some fonts represented by noisy
bitmaps. This is due to strong symmetry for such
characters in the STIR representation. It should be
easy to confirm the correct result by other simple
means in such cases.

3.1 Partition into Font subsets and
Detecting Font

The difficulties due to font differences have been
solved by first detecting the font in which the un­
known character is represented. Ideally, the sub­
spaces represented by the different fonts would be
disjoint, so that one may discover which font the
unknown is in and then chose a font specific classi­
fier to home in on the character. This is not quite
true, but the subspaces for the different fonts are
sufficiently distinct to provide good font detection.

it Zk. It is a column vector. Then,

QkZk = 0

This provides a powerful means of determining
whether or not a STIR vector belongs to the sub­
space of interest. Find

81.£ = STlRuZk (13)

If the selection value, 81.£, belongs to the kth subset,
it projection will be zero. If not, its projection will
most likely be large. Thus one may detect the font
representation by this means.
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as positioning within a line, height/width ratio, and
pixel density is not used.

The word set consists of three letter words all in
lowercase. The word to spot was VAN. 75 words
other than VAN were generated by altering one let­
ter of the three. Helvetica was the font examined.
Text in sizes 9, 11, 12, 13, 14, 15, 16, 17, 18, 19, and
20 point was used for training. Bitmaps from faxed
versions of clean printed copy were used as the input
signals. The training text consisted of five instances
of the word to be spotted in each size. A test bitmap
of the word VAN in 10 point appears in Figure 7.

The classification methodology was tested on
bitmaps of 10 point words in constructed from faxed
images. Hence, the recognition tool is being tested
on a size of text different from any size used in train­
ing. In this character recognizer, Font is determined
first. For each font, exemplars in the four training
sizes are available for each of the 26 characters, a
total of 104 training characters.

Every STIR row vector is generated by the step­
s of autocorrelation, scale transform, and reshap­
ing to a vector. To illustrate, consider a 9 point
bitmap of the desired word 'van'. Figure 5 shows
its autocorrelation. The first and fourth quad­
rants are scale transformed using an interval dis­
tance T = 1 with row and column scale values of
0.1,0.4,0.7,1.0,1.3,1.6,1.9,2.2,2.5,2.8. Figure 8 shows
the matrices of magnitudes of these scale transform
coefficients, the STIR values. Note that the differ­
ence in scale values between quadrants is very smal­
l. This similarity is exhibited in the scale coefficient
magnitudes for most data encountered. Another no­
table feature is that the scale magnitudes generally
show a roughly exponential drop off. These coeffi­
cient magnitudes reformed as an STIR row vector
give the appearance shown in Figure 9.

Since, in this example, only one word is to be
spotted, STIR training vectors formed only one ma­
trix. This implies an SVD on 45 STIR vectors since
we are using 5 instances of 'van' in each point size
9,11,12,13,14,15,16,17,18,19,20. The length of
each row is determined by the number of row and
column scales chosen for calculation. The STIR row
vectors each have 200 elements because, choice of
row and column scales in the scale transform dic­
tates a 10 by 10 matrix output for each autocorrela­
tion quadrant, regardless of the size of each autocor­
relation quadrant. Thus, the SVD for each font will
yield noise vectors corresponding to 200 - 45 = 155
singular values with zero magnitude. Calculating
the sum of inner product magnitudes between these
orthogonal vectors and a test STIR vector yields a
selection value for each font. If the result is zero,
then the unknown character must be represented in
that font. In practice, one does not obtain a zero
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inner product with the correct font noise vectors.
However, the correct font should correspond to the
matrix generating the smallest selection value.

The similar words in 10 point, an untrained size,
were processed into STIR vectors and selection val­
ue(SV) were calculated. The SVDs of the instances
of 'van' character sequence did indeed show low val­
ues. The ROC curve is shown in Figures 11 and 10
respectively. Two sets of words were used the "Wal­
do Words", those that were close to VAN and the
"Placebo Words", those consisting of variations of
VAN. These words are shown in Figures 6,7. These
words were constructed from faxed images. One can
readily see the fax corruption.

The 2-D autocorrelation of VAN is shown in Fig­
ure 5. The 2-D scale transforms of two unique quad­
rants of the 2-D autocorrelation are shown in Figure
8. The STIR vector produced by concatenating the
rows of the 2-D scale transforms is shown in Figure
9.

It was assumed that an effective word segmenta­
tion algorithm had been applied to the bitmapped
page. This is not a trivial problem, but some fairly
straightforward software was developed to accom­
plish this task quite well. Sophisticated methods
are available which should be considered in a fully
developed system[21-23]. In order to increase the d­
ifficulty of classification the word set used with VAN
and VAX was constructed such that the other word­
s were very close to VAN and VAX, differing only
by a single letter. Results were quite good. VAN
appeared three times in a series of 78 words. The
algorithm found VAN each time (3 Hits) and mis­
takenly identified another word as VAN one time
(1 False Alarm) for the threshold shown. In order
to assess the method more fully, the threshold was
varied over a range of values to generate a Receiv­
er Operating Characteristic (ROC) shown in Figure
11.

5 Discussion

The examples provided show the potential for ap­
plication of the STIR and noise subspace discrimi­
nation methods to character recognition. A selec­
tion value threshold could be added to reject sym­
bols which are not among the valid set of character­
s. Simulations involving variations such as spotting
words trained on multiple fonts and added shot noise
show that the method degrades gracefully. Classifi­
cation errors increase proportionally with amount
of speckle. We are investigating a method based
on moments which performs very well in speckle
noise[24]. In addition, the detection method might
be improved considerably. Some impressive results
have been obtained by Warke and Orsak[25] in clas­
sifying faces using an information theoretic method.



vaa van as"
vab vbn ban
vac ven can
vad vdn da.n
vas vEIn ean

vaf vfn fa.n
vag vgn gan
yah v"n han
vai vin Ian
vaj . ja.nvJn
vak vkn kan
va.l vln Ja.n
va.-n vrnn n-aa.n
van vnn nan
vao von oan
va.p vpn pan
vaq vqn qan
var vrn ran
vas VS" san
vat vtn ta.n
va.u vun uan
va.v vvn van
V&"VV "VVVn '\/Va.n
vax vxn xan
va.y vyn yan
vaz vzn :za.n

Figure 6: Waldo Words in lOpt Representation
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va.n van va.n
van va.n va.n
va.n Va.n va.n
V"an van va.n
'V'a..n V'an va.n
van van va.n
va.n 'Van van
van va.n 'Va.n
va.n va.n va.n
van van va.n
va.n va.n va.n
va.n va.n van
va.n va.n va.n
van va.n va.n
va.n van va.n
van van van
va.n van va.n
va.n va.n va.n
va.n va.n van
va.n va.n van
va.n va.n va.n
van va.n va.n
va.n va.n va.n
va.n va.n "V'a..n

va.n va.n va.n
va.n van van

Figure 7: Placebo Words in lOpt Representation
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Image-based Document Summarization
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Figure 1: Sample collection of summarizing extracts.
Summary sentences. keyphrases, and selected im­
ages are displayed.

We have developed a system, DIMSUM, for per­
forming Document IMage SUMmarization. Our ap­
proach to this task is to select extracts from imaged
documents for composition into a summary. Similar
to work by others on ASCII text (e.g., [5] [4]), our
approach to image-based summarization does not
rely on language understanding or generation. In
contrast to the text-based techniques developed by
other researchers, sentences and keyphrases for cre­
ating a summary are automatically selected from an
imaged document without recognition of the char­
acters in each word. The summary sentences and
keyphrases are then combined with other extracts,
such as graphics, halftones, and/or a table of con­
tents derived from the headings to compose the final
summary.

A summary of an imaged document can include
extracted information unavailable in simple text
documents, such as figures and graphics, that to­
gether communicate a sense of the document. An ex­
ample of a collection of automatically selected sum­
marizing extracts for a three page imaged document
is shown in Figure 1. The original document! is
shown in Figure 2, The summary page contains the
first identified heading, usually the title of the doc­
ument, a set of summary sentences, keyphrases, and
one or more figures. The set of summary sentences
are presented as bulleted items to give the reader the
sense that the sentences should be regarded as high­
lights, rather than a coherent paragraph. The set
of bulleted keyphrases tend to be complementary to
the sentences. The selected image(s) are extracted
from the document and scaled to fit on the page.
The sentence excerpts are produced for presentation
by extracting the regions of each page image which
contain the summary sentences. Because a sentence
is extracted from the image line by line, and then
assembled without regard to relative location of the
lines, characters that span several lines, as in the first

IK.N. Butler, Rocket engine development, .4erospace
America, pp. 28-30, April 1993.
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Figure 2: Three page document summarized in Figure 1

sentence, are broken in presentation. Currently, no
reformatting of the text is performed, although such
reformatting could be done to produce aligned text.
The keyphrase excerpts are created by extracting a
representative of each selected phrase from the page
images.

In selecting regions for extraction, there are a
number of acceptable excerpts, as well as some un­
acceptable excerpts. We have taken the approach
that the highest priority should be to avoid select­
ing an unacceptable excerpt, followed by selection of
the best of the acceptable excerpts. Another design
guideline in our work is to identify computable solu­
tions. This leads to the use of approximations to an
ideal solution, but can result in faster performance.
In empirical tests over 11 documents, we have ob­
served that performing optical character recognition
(OCR) takes approximately an order of magnitude
longer than performing segmentation and identifica­
tion of equivalence classes in a document. In either
case, the processing time for selection of excerpts is
negligible as compared to image analysis.

Referring to Figure 3, we outline the steps in per­
forming document image summarization. Details
may be found in [1] and [2]. To identify a set of
summarizing excerpts, halftones, graphics, and text
are first identified in the imaged document. Word
boxes in the predominant font are extracted from
the text regions.

Computation of sentence features requires estima­
tion of term frequencies and identification of stop
and content words. In text-based systems, charac­
ter sequences are compared both to identify words
that are the same term, that is composed of the same
character sequences, and to identify stop words. But
without OCR, the characters composing a word are
unknown. Instead, in image-based summarization,
word-box equivalence classes, that is words that are
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instances of the same term, are identified based on
shape similarity. From the word-box equivalence
classes, term frequencies can be estimated. Next,
sentence and paragraph boundaries are located. Us­
ing sentence locations and the statistical character­
istics of the word equivalence classes in each doc­
ument, stop words are identified. All words that
are not identified as stop words are considered to
be content words. Sentence features are computed
for each sentence in the document from the content
words and the sentence and paragraph boundaries.

Summary sentence selection is performed using a
statistical classifier to determine the likelihood of
each sentence in a document being a summary sen­
tence. The sentences most likely to be included in
a summary are then selected for extraction. This
method parallels the approach to text summary sen­
tence selection described in Kupiec et al. [4]. A
training corpus containing indicative abstracts by
professional abstractors was used; thus the summary
sentences tend to be indicative in nature, although
some are informative [6]. Keyphrases are identified
as sequences of frequently occurring content words.
Our method of keyphrase identification has similar­
ities to the method of text-based keyphrase iden­
tification by Justeson and Katz [3]. However, our
method is simpler in that it relies on statistical char­
acteristics only; part-of-speech tagging is not per­
formed. The first heading is identified from the text
blocks not in the predominant font. The largest
halftone image and the largest lineart image, when
present, are selected for presentation. Finally, the
sentence and keyphrase excerpts are composed with
the selected heading and images to create a sum­
mary.

In closing, a summary page for a five page article''

2J.R. Koelsch, Turning Pointe, Ma.nufa.cturing Engineer­
ing, March 1993, pp. 59-63.



compute
sentence
features

find
sentences

and
paragraphs

identify
,----------------II.-'headings&

graphics

compute word
equivalence

classes

identify word
boxes in

predominant
font

Figure 3: Document image summarization system.
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is shown in Figure 4. In this article, the title is in
script, rather than printed and was identified as line
art. However, the text in the largest font provides
concise summary information. Creating a summary
from an imaged document permits a richer collection
of information in the summary than is available from
the text alone, and can be done more quickly than
first performing OCR and then summarizing.
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1 Introduction

The Laboratory for Language and Media Processing
at the University of Maryland has a concentrated
effort in document image understanding and video
processing. The laboratory was formed in the fall of
1996 to bring researchers from Linguistics together
with researchers who have expertise in document,
image and video analysis. Research is being carried
out in a number of key areas including:

• Language Processing

1. Automating the Acquisition of the Lexicon
for NLU and MT

2. Automating the Development of Broad
Coverage Parsers and Lexicons for NLU
and MT

• Document Analysis

1. Document Page Segmentation
2. Document Page Decomposition and Clas-

sification
3. Document Image Compression

4. Document Image Retrieval

5. Document Image Databases

• Video Analysis

1. Video Segmentation
2. Video Browsing, Indexing and Retrieval

3. Analysis of Human Actions

In this text, we provide an overview of several re­
cent document related projects of possible interest to
the community. Additional information is a avail­
able, in published papers, from our home page or
upon request.

The support of this research by the Department of De­
fense under contract MDA 9049-6C-1250 is gratefully ac­
knowledged. Researchers in LAMP involved with these
projects include Omid Kia, Christian Shin, Huiping Li,
Katherine Guo, Azriel Rosenfeld, and Ehud Rivlin.
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2 Document Image Retrieval

Although the concept of a document image database
is attractive, a comprehensive solution which does
not require complete conversion to a machine­
readable form continues to be elusive for practi­
cal systems. Since complete conversion is not al­
ways possible, we believe that a working solution lies
somewhere in the continuum which exists between
conversion- (or recognition-) based approaches and
what can be considered image-based approaches.
Relevant work has appeared on the problems of re­
trieving OCR degraded text ([28]), searching for key­
words using image properties ([5-7, 43]), matching
document image ([17]), indexing using the output
of a document analysis system ([16, 47]) querying
graphical documents ([14, 26, 30]) and querying im­
age collections using captions ([45,46]).

In this text we describe the general framework for
IDIR, a system for Intelligent Document Image Re­
trieval. Our discussion of research problems will be
limited to retrieval of document images, including
feature extraction and querying. In Section 2.1 we
describe the feature extraction capabilities and high­
light some of the database issues. In Section 2.2 we
describe the text-based query language and graphi­
cal query interface, and depict several query options.
In Section 2.3 we present some preliminary results
from our work with query by example.

A full discussion of the systems issues and archi­
tecture is available in the full paper [12].

2.1 The Document Database
In order for the document images to be utilized by
different components of the document management
system (transmission, storage, retrieval, organiza­
tion and OCR), IDIR operates on both the image
and the output of the document image analysis pro­
cesses. After analysis, the aim is to present the doc­
ument in a controlled form, where the actual image
data (pixels) are linked with the resulting represen­
tations in a database. To represent the document
efficiently both the physical and logical components
of the document's structure must be made available
[40] (see Figure 1).



Figure 1: The construction of a document Image
representation in the database.

2.1.1 Feature Extraction
Feature extraction modules can make effective use

of the results of image and signal processing and doc­
ument analysis (physical and logical). The success
of queries by the IDIR system depends greatly on
the quality of the description that is available from
the images in the database. The results of feature
extraction (calculated results of low-, mid- and high­
level features) at multiple levels are exploited most
efficiently when they are combined to present higher
abstractions of document characteristics. These can
then be utilized by a query language that offers flex­
ible means to define document content using its syn­
tax to retrieve the desired document.

Texture Features - characterized by a non-uniform
or varying spatial distribution of intensity [13].

Global Geometric Features - locally calculated
black to white ratio, statistical distributions of
geometrical properties, and geometrical mea­
sures attached to pixel clusters

Local Component Features - low-level features such
as texture and color, functional features such
as component type (list, table, or drawing) or
logical features which are class-dependent, such
as names, titles and abstracts.

Structural Features - logical and physical layout.

Content Features - via a template library based
approach to extracting keywords from a "com­
pressed image" as described by Kia [21, 22].

2.2 Document Image Querying and
Retrieval

It is clear that the most natural way to query a gen­
eral image database is to use features that might
otherwise be used to verbally describe the image in­
stance. Fqor example, names of objects, colors, po­
sitions, actions, etc. In documents the same princi­
ple holds true. In this section we describe the basic
architecture for incorporating query capabilities and
demonstrate a simple matching technique for queries
by example. We also describe a GUI interface which
can be used to form spatial queries.

2.2.1 Query Capabilities
The basic syntax ofthe SQL-like query mechanism

is as follows:
find <attributes>
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from <objects>
with <query_conditions>

[group by <object_type>]
[order by <attribute>

[<sort_order>]];

where <attributes> defines our search criteria and
<obj ects> defines the space in which we are looking.

Query by Document Structure

Query by document structure will allow us to for­
mulate queries based on both the existence of par­
ticular structural features in the document as well
as relations between them. For fixed attributes such
as the document type, location of text and graphic
blocks and font size, the database is populated with
the output of the document image analysis system.
A query for retrieving all journal article pages with
at least one table and one image may appear as fol­
lows:

find p.page_image
from document d, page p, block b
with

d.document_type = 'journal_article' and
p.document_id = d.id and
b.content_type = 'image' and has_a(p,b) and
b.content_type = 'table' and has_a(p,b);

Similarly, we can specify specific configurations of
elements using spatial functions including

direction_from«object>,<object»
distance_from«object>,<object>[,<distance_unit>])
column«object>,<number>,<from_direction»

which are more easily described with the graphical
query interface described in Section 2.2.2.

Query by Text Content

Query by text content can be implemented in a
number of ways and there sexists a wide spectrum of
possible representations which can be used. At one
level, we may consider OCR with a "fuzzy retrieval"
algorithm on the resulting text.

The function

keyvords_in«object>,<keyvords»

will return documents which contain the supplied
keywords.

We are considering a shape-based method which
was first proposed by Tanaka and Torii [48] and
then refined and demonstrated for information re­
trieval by Spitz [43], although the query language
is independent of the choice of representation and
technique. Currently, the system provides exact
and partial matching of keywords with text using
GLIMPSE.

Query by Document Example

We have found that in the document domain,
we may consider defining similarity both content­
wise and structurally. We will assume a Boolean



model for keyword similarity as defined above (it
only matches if the keyword exists in the image)
and concentrate on structural similarity. Ideally, the
similarity measure will have several components tun­
able by the user, including similarity with respect
to the types of components present, their attributes
(e.g. font size or line spacing for text), their relative
locations (allowing for figures and blocks of differ­
ent lengths) and their absolute locations. To date
we have only implemented global exact match and
weighted similarity measures. Structural similarity
is defined as follows:
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Figure 2: Example of matching: (a) the query struc­
ture, (b) the candidate structure, and (c) overlay of
the two structures.

Since A maps to two regions in the database im­
age which neighbor horizontally, the maximal subset
is chosen which does not overlap in the horizontal
direction. The maximum is defined on the area of
overlap, and corresponds to region 2 in this exam­
ple (1 is removed from the mapping). All of the
other mappings are acceptable. Computing the in­
verse match, we obtain

Again, we find that 2 violates the horizontal map­
ping rule and the maximal subset, corresponding to
A, C, D, is chosen and preserved.

Once the best match is found, the percentage
of each region in the query image which matches
the database image is computed, and the total is
summed for all regions. Regions which remain un­
matched in the model image are accumulated sepa­
rately. Since documents tend to have relatively small
numbers of regions, an exhaustive search can be per­
formed to establish the correspondence, and the re­
gions ranked by similarity.

Various other mechanisms for querying are being
explored including querying by graphic content. In
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The structural similarity of two documents can be
approximated using a measure of their constituent
regions and their types (text, graphics or image).
For each region R; in the query image Qi, we match
R; to each region of the database image Dj of the
same type and overlapping it. If there is no re­
gion of overlap, the region R; is mapped to NULL.
We therefore have a directional graph from each
query image region to a possibly empty subset of
the database regions.

Once this first correspondence has been estab­
lished, an evaluation mechanism is used to refine and
measure the quality of the match. It is clearly pos­
sible for a single region in the query image to be
mapped to multiple regions in the database image
and vice versa. There are several situations where
such a mapping is not desired, and must be refined.

The first restriction is that no region should be
mapped to two or more regions in the horizontal di­
rection. This would occur, for example, if a page
with a single block of text were mapped to a page
with two columns of text. Splitting a block horizon­
tally may occur between paragraphs, for example,
but vertical splitting is typically an intentional struc­
tural occurrence. For query regions which map to
more than one corresponding database region, a sub­
set of regions which have maximal intersection but
do not neighbor horizontally, is chosen and the re­
maining regions are removed from the mapping. For
query image regions which overlap a single database
region, the correspondence is trivial (but we must
later consider a symmetric case where multiple query
regions correspond to a single database region).

Once this condition is satisfied for all query re­
gions, the symmetric case, where a single database
region corresponds to multiple query regions, is still
possible. Using the restricted mapping, a reverse
mapping is constructed from the database image to
the query image and the condition is checked again.
Regions which violate the vertical split are again
evaluated and the subset of maximal overlap is kept.

We can, for simplicity, demonstrate this using a
set of known text regions found in Figure 2. The
initial match produces a graph with the following
relations:
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Figure 3: The IDIR query interface.

particular, some work has been done at the Univer­
sity of Maryland on a mechanism for querying maps
by content [41].

2.2.2 Graphical Query Interface
Figure 3 shows the graphical query interface

(GQI) which can be used to simplify the creation of
spatial queries for document images. The main win­
dow shows a document instance which serves as a
frame for spatial layout . Any number of frames can
be included with the query precedence being used
to set the logical relations between frames. A single
frame is intended to be applied at the page level, but
for non-spatially relevant queries, it can be applied
at the document level-for example, a query which
requests a document in which a given set of regions
exists.

A set of query objects (or blocks) can be placed
on the document with spatial relevance either on or
off. A set of type-dependent attributes is associ­
ated with each block to set-for example, font size
for text regions, or number of columns for a table.
Attributes can be edited by selecting the attributes
button on each block. On each frame, the scope of
the query (i.e. restriction on the document type)
and the logical relation between any two blocks in
the frame are set. Spatial relations between any two
blocks are set by selecting a relation link between
any corresponding pair of blocks.

The spatial query is translated on the fly and ap­
pears in the query translation window. This SQL­
like query is run against the database, and the re­
sults returned. The query results can appear in two
ways. For images, a set of thumbnails is displayed,
and for data, the raw text results appear. A query
results history function saves the recent queries and
can be refined by dropping the query onto the new
frame button.

2.3 Query by Example Results

2.3.1 Local Features
A first set of experiments was performed using a

limited set of features which have previously been
applied to scene image retrieval [20] . Low-levelglobal
features including texture orientation, gray level dif­
ference histogram, and color features of the image
were extracted when the image was inserted into the
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Figure 4: Results: Global measures.

Query result 2: lmag. r-tu,. _ A + DAS pnclMs

Figure 5: Results: Local measures based on page
segmentation.

database. The features are localized pixel-level mea­
sures which can be attached to page segmentation
results [39] These features have undergone prelim­
inary tests with the sample document images and
produce quite specific document-content-related in­
formation.

Images are ranked by their degrees of similarity
with the user-specified query by calculating differ­
ences between them using the Euclidean distance for
scalar features and the G statistic [36] for distribu­
tion features. Simple Boolean operators can be used
to merge queries, prior to ranking.

The document image query using the features de­
scribed above was tested in two different test set­
tings. We used a document image test database with
over 250 images of various types. The first test used
only global image features without document anal­
ysis results. An example of a query result is shown
in Figure 4.

The second test was to use the same features with
document segmentation results computed a priori.
An example of a query result is shown in Figure 5.

The image analysis features perform well with
scene images, achieving a fairly high retrieval ac­
curacy ratio (85-98%). When using only the image
analysis features, the similarity of the document im­
ages is approximately the same as with the scene
images (judged by human perception), but this is
still undesirable since document images are typically
fairly similar to begin with (horizontal text, similar
size pages, etc) As one can see from the result, the
use of document properties is essential to achieve
similarity in the document structure (physical and
logical). In the second set of results (Figure 5) the
global structure (i.e. number of columns, size of text,
etc.) and content level similarity is apparent. By us­
ing the two feature domains, the document retrieval
performance is substantially enhanced and more ac-



Figure 7: Results for querying with a title page.

In this project, we propose and implement a method
for detecting duplicate documents in very large im­
age databases. The method is based on a robust
"signature" extracted from each document image
which is used to index into a table of previously
processed documents. The approach has a number
of advantages over OCR or other recognition based
methods including speed and robustness to imaging
distortions.

To justify the approach and test the scalability,
we have developed a simulator which allows us to
change parameters of the system and examine per­
formance for millions of document signatures. A
complete system is implemented and tested on a test
collection of technical articles and memos.

3 Duplicate Document Image
Detection
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Figure 6: Results for querying with a graphics page.

curate results can be achieved.

2.4 Structure

A second set of experiments was performed inde­
pendently using the algorithms presented in Section
2.2.1 on features extracted from the segmented page
such as locations and sizes of blocks and their spa­
tial relationships. In addition, content features such
as content type, text point size and font style for
each spatially matching block were used to refine the
matching score. The query capabilities were tested
using 293 images from the University of Washington
image database.

First, the size of the content body of each doc­
ument was used to normalize (scale and translate)
each image a priori. As described in Section 2.2.1,
the similarity between two document images is mea­
sured by computing the total content area overlap
between regions of the same type. When there exists
an area overlap between blocks of the same content
type, content features are also used to weight the
structural similarity.

For text regions, our algorithm reduces the match­
ing score by 90% for each conflict in either font size
and font style. The texture measure from the previ­
ous set of experiments can also be used as a content
descriptor to scale the matching score. As a result,
both structural and content features contribute to
the final similarity measure between two document
images.

Figures 6 and 7 show an example page taken from
the database and the top four matches. Figure 6
contains a query image with a large "graphic" com­
ponent and several smaller text regions. Figure 7
shows a title-page query characterized by large text
blocks spanning the top of the page, and body text
at the bottom. We are currently developing ground
truth so that we can run precision and recall exper­
iments on the entire database, and we are also ex­
tending the matching scheme to consider "nearby"
regions for matching.

3.1 Introduction
Consider the situation where thousands of docu­
ments are being imaged and added to a database,
possibly from a distributed environment. If multi­
ple instances of the same document exist, they may
be re-entered into the database unnecessarily. This
may not be desirable for a number of reasons, in­
cluding increased storage cost, difficulties in main­
taining database integrity, increased processing costs
for database operations and cost of indexing multi­
ple images with the same underlying content.

We are currently addressing only the problem of
detecting duplicate image-variant documents, doc­
uments where multiple instances of an effectively
identical original source are possibly copied, written
on, or otherwise degraded, and then scanned for in­
clusion into the database. At a physical level, pages
may be missing, a cover may have been added, or
notes may have been written on the pages. The doc­
ument may have been copied repeatedly, so different­
generation copies are involved. At the image level,
the document may have been scanned at different
times and on different devices, so resolution, illumi­
nation, and contrast are also issues. Similarly, skew
and translation of the page may add additional dis­
tortion. The goal of this project is to track docu­
ments which are being added to a database, so that
when variations of an existing document are pre­
sented, the system is able to identify the duplicates,
and not process them further.

We provide a brief overview of the problem and
our approach in Sections 3.2 and 3.3 and its feasi­
bility in Section 3.4. In Section 3.5 we describe the
results from a simulator which allows us to test the
indexing mechanisms with millions of indices and in
Section 3.6 we provide details of the implementation.

3.2 Problem Overview
Depending on the information available in the
database system, when a document arrives for pro­
cessing, the problem of duplicate detection can be
approached in a number of ways. If, for example,
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Figure 9: Overview of indexing scheme.

Figure 8: Sample character shape code assignment
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for a representative sample of text, typically on the
order of 30 symbols, on a single line or across several
lines. For this text, the base-line, x-line, ascender­
line and descender-line are identified, and each char­
acter component assigned an appropriate shape code
as shown in Figure 8.

The string of shape codes is then a signature for
the document, and is used to index into a large table
of previously processed documents. A second level
of robustness is added by indexing based on n-grarns
of the signature, rather then attempting to use a line
index based on the entire string. Each of the shape
coded n-grams is extracted from a sliding window
of size w across the signature and each serves as an
index key into the database. A single dropped or
inserted code will affect a small number of keys and
will not affect the entire signature. Figure 9 shows
the relationship between the signature, its keys, and
the database.

Clearly, a number of additional issues must be ad-

basic index information such as the document num­
ber, date, title, authors or number of pages is entered
manually prior to scanning, this information could
serve as a preliminary filter for duplicates. In most
cases, however, high-volume operations prohibit this
manual entry prior to scanning. Instead, we would
like to identify duplicates from their images prior to
any manual entry.

A second possible solution to consider is to apply
Optical Character Recognition (OCR) to the docu­
ment image and match as much text as possible be­
tween the documents. Although the matching can
be done relatively quickly, OCR performance suffers
on degraded documents both in terms of accuracy
and speed. For this reason, we do not feel that OCR
is a feasible first level filter, but it may be used as a
secondary filter, to reduce the possible matches from
several hundred to tens of documents.

The overall goal of a duplicate detection system
should be either to 1) determine that the document
is not a duplicate or 2) to accurately identify 10-20
documents which could contain a duplicate. In the
second case, other methods of analysis such as OCR,
structural analysis or a human verifier, can be used
as post-processors to eliminate non-duplicates.

Our preliminary experiments have allowed us to
draw some very general conclusions about the types
of algorithms that will and will not work. First, al­
gorithms which attempt to do any in-depth analysis
of the document (such as OCR or structural anal­
ysis) are not ideal because they cannot extract the
features (recognized characters in the case of OCR)
robustly enough for degraded documents and the in­
dex information would be too large. Second, after
features have been extracted, any indexing scheme
which requires the comparison of the extracted fea­
tures to a significant portion of the database will fail
because of the computational requirements.

We have developed an approach which promises to
fulfill a majority of the above criteria. The approach
is based on a surprisingly robust characterization us­
ing shape codes of textual components. In the next
section, we describe the approach, some experiments
we have run to show its effectiveness, and research
issues which must be addressed to develop a working
system.

3.3 Basic Approach
Our approach is based on the conversion of a rep­
resentative line of text in a document image to a
signature using a shape coding technique used by a
number of authors including Tanaka [48], Kia [24]
and Spitz [43] for related document analysis appli­
cations. Shape coding attempts to label symbols in
a line of text based on very simple shape properties,
such as whether they are ascenders, descenders, lim­
ited to the x-line, multi-component, or punctuation,
for example. These properties are much more robust
to noise then features necessary for OCR, and can
be extracted fairly rapidly.

To extract the signature, the document is scanned
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dressed in a complete system to satisfy criteria set
forth above. These include:

• the use of global classifiers - number of pages,
page component statistics, etc. as first-level fil­
ters to reduce the duplicate search space.

• the choice of a shape code alphabet - selection of
the features to incorporate into the document­
specific signature which provide maximum dis­
crimination.

• the extraction of features - how to identify the
signature in the image of the document.

• the database organization and indexing - how
to create efficient ways to index into large col­
lections.

• verification of duplicate candidates

All of these issues are addressed in the design phase.

3.4 Feasibility Analysis
Before implementing and testing our approach on
real data, we performed a theoretical analysis to see
if the design is realistic and if it is robust to antici­
pated errors in the signature extraction. The anal­
ysis was performed assuming we have extracted a
candidate signature. The parameters which can be
controlled include system dependent variables such
as file size limitations of the operating system, disk
access time and disk transfer rates; algorithm de­
pendent variables such as the number of documents,
the size of the index table and the average size of
the documents; and independent variables such as
the size of the signature alphabet, the size of the
signature and the n-gram window size.

The analysis was carried out for indexing and per­
formance of the system, and resulted in the ability to
produce a qualitative estimate of the expected size
of the database, the computational requirements for
matching signatures and the number of missed and
false duplicate detections as a function of database
size. Overall, it showed that the system could be
implemented with basic hardware.

The details of the analysis and a complete discus­
sion of the findings can be found in [9].

3.5 Coding and Indexing Simulator
To develop and demonstrate the feasibility of our
approach to shape coding we have set up several
experiments using ideal and corrupted shape code
data. A simulator was developed which allows us to
explore a number of different coding, indexing and
database organization scenarios, without specifically
addressing the feature extraction issues. The goal is
to be able to show that signatures can be obtained
which are unique enough to be used for indexing and
that the database of indexes can be created and will
scale appropriately.

To do this, the simulator takes as input ideal
ASCII text and provides a mechanism to map the in­
coming characters deterministically into appropriate
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shape codes, thus simulating perfect feature extrac­
tion (see Figure 10). From the resulting signature,
we can explore various indexing options, and test the
uniqueness of the shape coding on large databases.
Since text databases are widely available, a large­
scale system can be simulated at relatively low cost,
with the primary remaining issue being the robust­
ness of the feature extraction.

To address robustness, we have built a noise or
degradation model into the system by corrupting the
ideal signature, thus simulating errors in shape cod­
ing. This is accomplished by randomly perturbing a
fixed number of symbols in the signature.

Added Errors Top 1 Top 2 Top 5 Top 10 Top 20
Or 2416 2443 2458 2465 2467
5 2379 2419 2447 2457 2463
8 2059 2202 2327 2390 2431
10 1403 1678 1905 2039 2181

Table 1: Number of duplicate candidates detected
in 2500 queries from a pool of 1 million documents.

Several experiments where were conducted on
both corrupt and uncorrupt data. Overall, we have
shown that a large percentage of the documents can
be identified. Table 1 shows the results of the num­
ber of duplicate documents detected which appear in
the top 1,2,5, 10, and 20 matches. Figure 11 shows
the percentage of duplicates (recall") as a function
of the number of documents retrieved. We can see
that even in the case of 10 errors, for a signature size
of 50 symbols, we can detect duplicates more than
86 percent of the time.

1 Recall can be defined as the number of relevant docu­
ments which are retrieved divided by the number of relevant
documents in the entire database. In this case recall is the
number of duplicates identified, divided but the total number
which are considered duplicates.

t: Some of the lines in the original database occur more
than 20 times, so the "true" duplicate may not appear in the
top 20. That is why for the 0 error case we did not get 2500
lines all detected.



Figure 13: Shape coding results for part of a line.
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Figure 11: Percentage of duplicate documents iden­
tified in the top n candidates

3.6 Implementation
Having tested the signature matching capabilities,
the remaining task was to implement and test the
line extraction and signature coding. With degraded
documents the most sensitive part of the system is
the ability'to extract the same representative line
from multiple instances.

The representative line is extracted from each im­
age as a text line which has a sufficie?t number of
characters (i.e. > 50) to be u.sed as a sI.gnature ..For
efficiency we divide the page Image horizontally into
thin "zones" and perform the analysis on these zones
in order from top to bottom. When a representative
line is found, we do not have to process any portion
of the image below it.

We first use a single pass connected component
algorithm to identify components within the zone of
interest. To deal robustly with noise, we attempt
to use a filter to eliminate components which result
from copier noise and graphics. By u~ing a con.se~­

vative threshold on the components SIze, we elimi­
nate components whose actual size is less than 7pts
or greater than 14pts. Although we may loose some
punctuation and other small symbols, they should be
lost in both the original and candidate documents.

Next, the symbols are grouped into words using a
smearing distance which is a function of the average
character width. A second filter is then used on the
height and width of words, elimina:ting ~ords what
would not likely contribute to a unique SIgnature.

Using a second smearing, we group. words i?to
lines. In order to avoid problems with runmng
heads, we skip the first two valid reference lines, and
consider the third as the signature for the page. If
this is done consistently, it will provide us with a
meaningful signature.

Once a valid reference line is found, the next step
is to extract the signature. Distortion of several
sorts may cause difficulties at the line level, so we
extract the shape code signatures at the word level.
Although we can assume that the image has been

de-skewed to less than a degree, a word level shape
code procedure is more accurate.

We begin by roughly classifying the characters in
a word into three groups by height - small symbols
(like punctuation), medium size symbols (such as
'a' or 'c') and large symbols (ascenders, descenders,
parentheses, etc). We then choose a medium size
symbol from the middle of the line as an xheight seed
hypothesis, using the bottom position of the sym~ol

as the baseline and the top as the xline (See FIg­
ure 12). From this seed symbol, we enco~e ~he line
outward in both directions. When classifying the
neighboring character, if it is a punctuation sym?ol
(i.e. does not span the region between the baseline
and the xline, or extends into both the ascender and
descender region), we simply code it appropriately
and do not adjust the x or baselines. If the symbol
is an ascender, we classify it and adjust the baseline
to the bottom of the symbol, if it is a descender we
classify it and adjust the xline to the top of the sym­
bol, and if the symbol covers on the xheight region,
we adjust both the xline and baseline.

After the word is classified, holes are identified and
the classes are refined. Figure 13 shows an example
coded.

3.6.1 Accuracy
The shape coding is very accurate for clean data

which is not skewed significantly. The one problem
which is present is that when many charact~rs sta~t

to touch, the system may skip an otherwise valid
line. This tends to occur when documents are pho­
tocopied repeatedly. For example, when the original
is printed with a laser printer, then we attemI;>t to
process a third generation photocopy as a duplicate
candidate, enough symbols touch to pu~ us below
the limit of signature length. As shown in the pre­
vious section, even the introduction of.10-15 shape
code errors, we will still detect the duplicate the du­
plicate, but only if we can identify the line.

3.7 Experiments
To experiment with real data, we used images
from the University of Washington Document Im-
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age Databases [34]. The data consisted primarily of
technical journal pages scanned from first generation
photocopies of the original documents, and memos
scanned directly from the originals.

In the initial experiments, 1035 documents were
added to a database. As each candidate document
was added, the top 20 database matches were re­
turned, along with their similarity scores. As ex­
pected, the average similarity for these unique doc­
uments was a low 20%, and the average difference
between the similarity of the top matched document
and the second second matched document was about
4%. This suggests that in general, no single docu­
ment stood out as significantly more similar.

We then took 307 duplicate documents which were
the result of third generation photocopies ofthe orig­
inals (also present on the UWASH CDROM). Some
of the documents were significantly degraded. For
these, the verification procedure was followed, with­
out adding the documents to the database. As in the
database construction, the top 20 database matches
were returned for each candidate document, along
with similarities. For the duplicates, the average
similarity score for the top match was over 75% and
average difference between the similarity of the top
matched document and the second second matched
document was over 48%. The average similarity for
the second ranked document was about 20%, simi­
lar to that of the top ranked non-duplicate above.
This suggests that when a duplicate was identified,
it tended to be a significantly better match then the
second closest match. Table 2 shows the distribution
of rankings for the 307 duplicates tested.

All of the errors in the top matched document
were due to a significant number of merged charac­
ters. We are currently attempting to use character
width statistics to provide a symbol segmentation
scheme which is not based entirely on white space.
We anticipate even a naive segmentation will reduce
such errors by as much as 75%.

Given that we can reduce the number of dupli­
cate document candidates to a manageable number,
a more refined algorithm which directly compares
the two images can be used, or an operator can be
rapidly presented with thumbnails of the top 20 can­
didates to verify that a duplicate exists. One impor­
tant piece of information which can be taken into
consideration is the ordering of the n-tuples. To in­
dex millions of documents it is much faster to con­
sider them independently, but when the number of
candidates is less then 20, we can consider compar­
ing documents directly.

4 Document text image compression

In this section we describe a compression and repre­
sentation scheme which exploits the component-level
redundancy found within a document image. The
approach identifies patterns which appear repeat­
edly, represents similar patterns with a single pro­
totype, stores the location of pattern instances and
codes the residuals between the prototypes and the
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pattern instances. Using a novel encoding scheme,
we provide a representation which facilitates scalable
lossy compression and progressive transmission, and
supports document image analysis in the compressed
domain. We motivate the approach, provide details
of the encoding procedures, report compression re­
sults and describe a class of document image un­
derstanding tasks which operate on the compressed
representation.

4.1 Introduction
Technological advances in processing, storage, and
visualization have made it possible to maintain large
numbers of documents in digital image form and
make them accessible over networks. In order to do
this effectively, three primary concerns must be ad­
dressed. The first is document size. An ASCII ver­
sion of a document page can easily be stored in 2-3
KB, whereas a typical scanned page may result in an
image which requires between 500 KB and 2 MB. A
single book stored in image form can fill a CD-ROM
to capacity. If we are to maintain documents in im­
age form, an efficient compression scheme is essential
for both storage and transmission.

The second concern is that of efficient access to the
compressed images. Traditional compression tech­
niques used for document images have been success­
ful in reducing storage requirements but do not pro­
vide efficient access to the compressed data. It is de­
sirable to use a compression method that makes use
of a structured representation of the data, so that
it not only allows for rapid transmission but also
promotes compressed-domain processing and allows
access to various document components in the com­
pressed domain.

The third concern is that of readability. Most
lossy compression and progressive transmission tech­
niques use resolution reduction or texture-preserving
methods that might render a document image un­
readable. It is desirable that a document be readable
even at the highest levels of lossy compression and at
the start of a progressive transmission; it can then
be augmented by subsequent information for bet­
ter rendition. This is much preferable to a scenario
in which the highest resolution is the only readable
resolution. In this paper, we provide a single coding
scheme which addresses all three of these issues.

4.2 Approach
Symbolic compression can be described in 3 parts:
1) segmentation and clustering, 2) residual coding
and 3) data representation and compressed-domain
processing.

4.2.1 Segmentation and clustering
The first step in our symbolic document image

compression method is to find an initial set of pat­
terns in the image which can be used to form a li­
brary. In the case of Latin text, performing a con­
nected component analysis on the binary image pro­
vides a reasonable starting set. For connected scripts



Top 1 Top 2 Top 5 Top 10 Top 20
Number of Documents 286 296 298 302 307
% of Total Doc Count 93.2 96.4 97.1 98.4 100.0

Table 2: Results for matching 307 duplicate document images against a database of approximately 1000
documents.

or text in which the basic units are disconnected,
more extensive segmentation would be necessary.

Figure 14: a) A sample document image; b) the
bounding boxes of its connected components.
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A small portion of a typical document is shown
in Figure 14a, and the bounding boxes of the con­
nected components are shown in Figure 14b. Be­
cause these patterns tend to appear repeatedly in
the image, they form a basis for compression. In
cases where multiple characters touch to form a sin­
gle component, or where a single character is split
into multiple components, representing them as a
new component lowers the compression factor only
slightly. If salt and pepper noise is present, it may
give rise to small components; this will reduce com­
pression but will have little or no effect on the read­
ability of the document.

We treat each component as an observation and
try to determine a best set of classes (clusters) of the
components and to generate a prototype image for
each class. We begin by comparing each observed
component to all previously generated prototypes
(Figure 15). If a match exists, we assign the obser­
vation to that class and refine the prototype. If no
match is sufficiently close we regard the observation
as defining a new class and take the observation as a
prototype for that class. After all observations have
been processed, the collection of prototypes typically
looks like the one shown in Figure 16. The shapes
shown in Figure 16 resemble English characters be­
cause of the primarily English content of the origi­
nal document. For a document rich in mathemati­
cal symbols, some of the prototypes would resemble
mathematical symbols, and similarly for non-Latin
languages the prototypes would capture their sym­
bol content. A number of matching algorithms can
be used to group similar patterns into clusters, in­
cluding simple XOR, weighted XOR, Boolean AND­
NOT, and compression-based template matching.

Figure 15: Clustering by pattern matching
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Figure 16: Typical cluster prototypes from a textu­
ally rich image
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Figure 17: a) A component; b) a prototype; c) the
residual map.
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Figure 18: Example of ambiguous membership and
resulting residual.

4.2.2 Residual coding
Each cluster of components is represented by a

prototype. Depending on the sample space, there
may exist some amount of variability in the clusters.
For some clusters, the amount of this variation may
be large enough that some of the components differ
significantly from the prototype and extra informa­
tion must be recorded to remedy this. A residual
map, the difference between a given component and
its prototype, is preserved and used to recover the
components in a lossless form when necessary. Ex­
amples of a component, a prototype, and the corre­
sponding residual map are shown in Figure 17. The
replacement may give rise to three types of resid­
uals. The first type is the most common variation
from the prototype; it takes the form of a silhouette
around the prototype, and usually does not effect
the readability of the document, as seen in most of
the residual maps of Figure 18 (an example also ap­
pears in Figure 17c). The second type results from
ambiguity between two similar components. An ex­
ample ofthis is shown in Figure 18 where the symbol
'C' was used as a prototype for the pattern 'G' in
"Encore GigaMax". The third type arises when no
appropriate clusters are available, as shown in Figure
18 for the letter 'E'. This case arises when the over­
head of creating a cluster is higher than just tagging
the component as a graphic entity and representing
the entire component in the residual map. In a large
document set, the number of instances of this case
will be small, since each symbol will usually occur
multiple times.

Motivated by image degradation models, we code
the residue based on their contribution to the struc­
ture of the image component. Work done by Ka­
nungo et al. [19], Nagy [33], and Sarkar [38] suggests
document images degrade faster around the edges of
characters. Since most degraded documents are still
readable it suggests that pixels close to edges do not
contribute to correct recognition and we extend to
the idea that farther pixels contribute the most to­
ward correct recognition of components. Ordering
in distance along with structural prediction of pix-
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Figure 19: Representation of a compressed docu­
ment image with relevant processing access.

els protruding outward from prototype component
forms the basis of our residual coding.

4.2.3 Data representation and
processmg

In our work special attention is given to the abil­
ity to perform document analysis tasks in the com­
pressed domain, without full decompression. In
many situations only parts of the encoded informa­
tion pertaining to the given task require decompres­
sion.

Although some work has been done on the pro­
cessing of compressed document images [31, 42, 44]
the outlook for performing such processing on stan­
dard pixel-based compressed representations does
not appear promising. Our approach makes a strong
case for the use of symbolic compression in document
image coding. We use an indexable representation
[23] composed of independent streams for the pro­
totypes, the locations of symbol instances, and the
residual maps. We will show that it is possible to
code the dominant symbol shapes and their loca­
tions within the image using only about one percent
of the original image data. Using only this encoding
it is possible to implement a large number of com­
mon document analysis tasks [1, 29], Optical Char­
acter Recognition (OCR) [32], and layout analysis
[35, 37].

Our contribution is in the development of a com­
pression system that promotes compressed-domain
analysis by allowing symbol access. Although the
approach works best with clean images where mul­
tiple patterns repeat, it is flexible enough to adapt
to situations where the components correspond to
arbitrary patterns in the image as opposed to sym­
bols, or where many symbols are mis-clustered. The
overall encoding scheme is shown in Figure 19.

In order to provide spatial access to image com­
ponents in the compressed domain, it is convenient
to encode four types of information in four indepen­
dent sections: the file header section, the prototype
section, the symbolic section (see below), and the
residual section. The file header contains general in­
formation which provides indexes to the prototype,
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how functional descriptions can be used to reverse­
engineer the intentions of the author, to navigate in
document space, and to provide important contex­
tual information to aid in interpretation.

Figure 20: Data structure organization

5 Document Functionality

The purpose of a document is to facilitate the trans­
fer of information from its author to its readers. It
is the author's job to design the document so that
the information it contains can be interpreted ac­
curately and efficiently. To do this, the author can
make use of a set of stylistic tools. In this work
we introduce the concept of document functionality,
which attempts to describe the roles of documents
and their components in the process of transferring
information. A functional description of a document
provides insight into the type of the document, into
its intended uses, and into strategies for automatic
document interpretation and retrieval.

To demonstrate these ideas, we define a taxon­
omy of functional document components and show

symbolic, and residual sections and an index to the
header section of the subsequent page in a multi­
paged document. The prototype section is a collec­
tion of prototype bitmaps and their sizes. The sym­
bolic section provides an encoding of the locations
of components in the image and the prototype of
which each component is an instance. The residual
section contains the residuals produced after sub­
stituting the prototypes for the actual components.
Each of these four sections is encoded as a set of
streams. Figure 20 shows the organization of the
streams.

Access to the components and use of the resid­
ual coding allow a number of desirable applications
directly on the compressed image. Lossy compres­
sion can be achieved with an associated entropy rate
and used to determine size of the information record.
Progressive transmission is achieved by hierarchical
residual coding. Skew estimation and correction can
be performed by manipulating component locations,
Sub-image retrieval can be performed with process­
ing which is linearly dependent on the sub-image
size, and keyword searching can be carried out by
determining character shapes and comparing them
to an input query.

5.1 Documents as Message
Conveyors

Written documents have long been the preferred
medium for the transfer of information across both
time and space. In this sense, the general purpose or
"function" of a document is to store data produced
by a sender in a symbolic form to facilitate transfer
to a receiver. Traditionally, the data takes the form
of a set of markings on a page, with the sender cor­
responding to the "author", and the receiver to the
"reader". We limit ourselves to the understanding
and interpretation of these "traditional" 2D docu­
ments which the reader receives visually.

When documents are regarded as message con­
veyers, we can classify them according to the type
of message that is conveyed. We will differentiate
between three classes of messages: informational (
report, dictionary, newspaper, novel, catalogue), in­
structional (recipe book, a do-it-yourself manual,
roadsign), and identificational (a street sign, a car
license plate, a name tag).

The types of messages describe above were formu­
lated from the author's point of view. The reader,
the receiver of the document, may have different
goals, and may abstract the document's contents at
many different levels. Readers can become quite
skilled at abstracting task-dependent information
from a document and using this information to es­
tablish a context for further interpretation. For ex­
ample, when looking for documents created on a spe­
cific date, an experienced reader can rapidly locate
the dates of documents such as business letters and
forms without reading them entirely. If it is then
decided to "read" the document, the context helps
with its correct interpretation and provides a frame­
work in which to proceed through it in an orderly
fashion. We can distinguish three basic ways of do­
ing this:

• Reading - which usually involves examining
the document from beginning to end. This
mode is ordinarily used for letters, articles, and
many types of books. The examination may be
more or less thorough, ranging from proofread­
ing to skimming.

• Browsing - which involves examining only se­
lected parts of the document to determine if
more in-depth examination of these parts is re­
quired. This mode is ordinarily used for news­
papers, magazines, and journals.

• Searching (or referencing) - which involves
looking for a specific piece of information in
the document. This mode is ordinarily used for
reference books such as dictionaries, encyclope­
dias, directories, manuals, handbooks, catalogs,
etc.

Prototype

Residual

Symbolic
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These modes of interaction with a document ap­
ply not only to text-intensive documents; they can
also apply to documents which are primarily repre­
sentational, such as maps and drawings. However,
the processes used to read, browse, or search a doc­
ument depend on the document type. For example,
browsing a newspaper and browsing a map have the
same basic goal of examining only selected parts, but
the methods which are used to accomplish this are
quite different. Similarly, searching a phone book
and searching a map both require "navigating" and
making decisions based on partial information, but
they involve different processes. For phone books,
one uses index terms and alphabetical relationships;
for maps, one uses symbols or landmarks and spatial
relationships.

A great deal of work has been done on the analysis
of document structure. Almost all ofthis work, how­
ever, has involved models for specific classes of doc­
uments. We believe that significant progress in the
automated analysis of general classes of documents
depends on the development of a general framework
for describing document structure. This paper at­
tempts to develop a such a framework.

5.2 Document Structure
In this section, we first consider traditional views of
document organization and show how a document's
functional organization (i.e. organization in infor­
mation transfer terms) is related to its geometric and
semantic organizations (Section 5.2.1). We then il­
lustrate how the author and the reader are able to
use the design of a document to impose functional
organization on the document (Section 5.2.2).

5.2.1 Levels of Document
Organization

In document understanding, documents have tra­
ditionally been viewed according to their geomet­
ric and semantic organizations''. Both organizations
have a common content which represents a base level
of data (typically text, but also possibly including
graphics or images). The content's geometric nature
refers to how it is presented on the page (for ex­
ample, typeface and font size, for text; line widths
and symbols, for graphics), and its semantic nature
refers to its meaning.

Similarly, a document has both geometric and se­
mantic structure. The layout structure corresponds
to the organization of the document into geometric
groupings such as characters, lines, blocks, columns,
etc. It describes the relationships among these com­
ponents and the relationships of the individual com­
ponents to the entire page. The logical structure, on
the other hand, organizes the content according to
the interpretation of the reader, and also provides
global relationships such as reading order. The logi­
cal structure corresponds to the document's seman­
tic or conceptual organization.

2This is the view taken in the aDA standard [18].
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We claim that there is a level of document orga­
nization, which can be regarded as intermediate be­
tween the geometric and semantic levels, that relates
to the efficiency with which the document transfers
its information to the reader. We refer to this level
as the functional level.

A document obeys conventions such as the use of
an alphabet and a language common to the author
and reader, and the use of standard presentation
rules such as word and line spacing, punctuation,
etc. As the information content of the document
becomes more complex, these conventions may no
longer be adequate for efficient information trans­
fer. Appropriate structures can be used to enhance
efficient transfer of information and reduce its ambi­
guity. For example, an author may use page or sec­
tion headers to "summarize" content; ordered lists
to enumerate or itemize information; separators to
"punctuate"; attachments (such as footnotes and
sidebars) to subordinate; tables or graphs to present
numeric data; maps to present spatial data and their
interrelationships. (Note that graphs and maps in­
volve augmenting the basic language with more ex­
pressive constructs.) Figure 21 shows some examples
of such structures.

As an illustration of the relationship between the
geometric, functional, and semantic organizations of
a document, consider a block of text at the top of
a page. Its dimensions and location on the page,
as well as properties of its components, are geo­
metric or layout attributes. The fact that we have
grouped the components together to form the block
is based on geometric proximity. We can use the
block's attributes (position, size, etc.) in a class­
independent manner to conclude that the block is a
header; this describes it functionally. If we make
a class-dependent identification of the block as a ti­
tle, we have given it a semantic description. Note
that a similar block could be a running head or a
letterhead in a different context.

The functional description of a document is often
independent of document type and can be derived
from geometric considerations. Headers, footers,
lists, tables, and graphics are examples of generic
structures which can be common to many types of
documents. Such functional structures will be re­
ferred to as class-independent.

If the type ofthe document is known (for example,
business letters or memos, forms, advertisements, or
technical articles), a component can have function­
ality with respect to the documents of that type.
For example, in a letter, functional components may
include the sender, receiver, date, and salutation.
Such functional components will be referred to as
class-dependent. The formats used in documents of
specific types, such as business letters or journal ar­
ticles, also serve to enhance information transfer by
helping to organize and prioritize the information.
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Figure 21: Some structures and their uses

5.2.2 Functional Document Design

Because the transfer of information to the reader
of a document is done using vision as a medium,
documents should be designed in accordance with
basic perceptual principles such as the principles of
Gestalt [25]. When we use white spaces as separa­
tors, the principle of proximity, which states that el­
ements which are closer together tend to be grouped
together, is being applied. According to this princi­
ple, the space between lines should be greater than
the average space between words and letters. The
principle of good continuation, according to which
elements that lie along a common line or smooth
curve are grouped together, causes the white spaces
that border a column to be seen as units, thus sep­
arating the column from its neighbors. The princi­
ple of similarity, which states that elements that are
similar in physical attributes, such as color, orienta­
tion, or size, are grouped together, causes words in
boldface to group together.

The author of a document can take advantage of
these principles to design the document so that the
reader can use it effectively. Authors typically use
combinations of layout and emphasis to convey an
intended organization, or to assign priorities to spe­
cific components.

Within a document, structures such as those
shown in Figure 21 can be used as aids in the organi­
zation of information. A list, for example, suggests
a meaningful temporal or set relationship between
its items. A figure and the corresponding caption
are interpreted as an illustration of some concept
or fact in the text. Higher-level constructs such as
sections/subsections, columns, indices, or running
heads aid in organizing a document at a more global
level.

Other techniques can be used to attract (or sup­
press) a reader's attention. At a page .level~ an ~u­

thor can use headers and increase their point SIze,
use all caps, and/or center them to make them more
prominent. At a word or phrase level, the author
can use bold-face or italic fonts in a similar way to
draw attention. Text which is seen as unimportant
can be put in "fine print" with opposite results.

5.3 Exploiting Function
In order to effectively process a document, most doc­
ument image understanding systems rely on rela­
tively specific information about a restricted domain
in order to accurately model the expected document
class(es). This allows the system to richly inter­
pret the document, and extract detailed information
about its content. For example, in the domain of
business letters, a great deal of work has been done
on both their structural and logical interpretation
([2], [3], [8], [27], [35], [50], [51]). U.nfortunately, for
less homogeneous environments this approach can­
not be effectively applied. As the set or stream of
documents becomes more diverse (both intra-class
and inter-class), the formulation of models becomes
more difficult. Functional interpretation of docu­
ments can greatly facilitate tasks associated with
their classification and use. In the following para­
graphs we give three examples of tasks which can
be addressed by identifying functionally meaningful
constructs in documents.

Use Classification: In Section 5.1, we identified
three major ways in which a reader can use
a document: reading, browsing, and searching.
Documents designed for these purposes can be
grossly characterized by the size and organiza­
tion of their information units, which can be
identified by repetitive patterns in the docu­
ment. For example, reading documents such as
journal articles tend to have a single read-order
and large information units; browsing docu­
ments, such as newspapers or popular maga­
zines, tend to have multiple head-body struc­
tures, since their designer's goal is to give the
reader quick access to the contents with "han­
dIes"; and searching documents tend to have
many small information units such as the en­
tries in an index or phone book. An instruc­
tional document intended for modification by
the reader, such as a form, is characterized by
small blank information units such as horizon­
tal line segments or boxes (including small check
boxes).

Type Classification:
Simple functional features such as head/body
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pairs and the locations of handwritten regions
allow us to distinguish between document types
such as letters and memos. Using functional
features, we can achieve a gross categorization
of the documents in a database. Given a large
heterogeneous database of documents, this al­
lows us to provide groups of documents which
are likely to contain some piece of requested in­
formation, even if we cannot provide the specific
information. An experiment demonstrating this
method of type classification will be described
in Section 5.4.3.

Functional Enhancement: We can use the func­
tional organization of a document to help decide
which portions of it should be presented to a
user and which can be ignored or considered as
lower priority. The extraction of functional con­
structs allows this to be done without the need
for content-level reasoning. In fact, many of
the relationships which are explicit in the struc­
ture cannot be found at the content level; exam­
ples are the ordinal relationship between items
in a list, or the spatial relationships between
columns in a table. Based on these ideas, tech­
niques can be developed to present document
images to users who want to browse collections
of documents. Such techniques, as illustrated in
Section 5.4.4, make it possible to provide doc­
uments to a user in a way which is consistent
with how the documents were intended to be
used, or which is consistent with the goals of
the reader. We believe that this will be very
helpful in gaining acceptance for electronic rep­
resentations of documents, since the electronic
representation allows the mode of presentation
of a document to be modified easily.

5.4 Experiments
In this section we describe some experiments on doc­
ument use and type classification, and briefly outline
some methods of functional enhancement. These
tasks rely heavily on the identification of informa­
tion units, information structures and their prop­
erties. The first step, therefore, is a segmentation
of the document into appropriate information unit
primitives whose properties can be used for classifi­
cation or enhancement.

5.4.1 Extracting Information Units
and Structures

In our experiments, we will consider characters,
graphics blocks, and image blocks to be the basic
information units. We assume that the document
has been separated into text, graphics and image
regions, and we then further decompose the text re­
gions. The extraction of information units is related
to the Gestalt principles, as discussed briefly in Sec­
tion 2, and we rely on this in our approach to text
segmentation. Proximity grouping of text is per­
formed bottom-up to obtain a component hierarchy,
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and similarity grouping (boldface, italics and text
size) and "good continuation" segmentation are then
computed top-down.

Segmentation of Text

Text-based information units vary with physical
scale and are dependent on the application at hand.
We therefore must be able to represent multiple
levels of information units. For text, the hierar­
chy typically consists of characters, words/phrases,
lines, blocks, etc. Other units and levels are typ­
ically application-dependent - for example, strokes
for handwriting, serifs for font identification, and
sentences for content analysis. Details of the text
segmentation can be found in [10].

Properties of Text Units

A second level of characterization is based on in­
formation unit properties. First, a gross character­
ization of the text height is made for each block.
The height of each line's bounding box is computed,
and the average height of all the lines in all multi­
line blocks is computed as the average text height,
based on the assumption that multi-line text blocks
are a good indication of the standard "body" text
of a document. Text blocks are then characterized
as large or small when they vary by more then 25%
from the average.

Words are also identified as italic or boldface.
Italic words are identified by the following algorithm.
The minimum upright bounding parallelogram (i.e.,
a parallelogram with horizontal base and top) is con­
structed for each component and the slant measured
relative to the vertical axis. Since it is difficult to
make an accurate determination of the angle from
short characters, symbols taller then the average are
weighted more heavily. Words in which 50% of the
characters have slants greater than f> degrees are
classified as italic (Figure 22). We have used f> =11
in our experiments.

Boldface is also identified at the word level, but
using a morphological approach applied to individ­
ual blocks (Figure 22). An opening transform is ap­
plied in an attempt to eliminate or severely distort
non-boldface text. An erosion transform is applied
until more than 80% of the pixels have been elim­
inated, at which point a dilation is applied for an
equal number of steps. When the resulting image is
compared to the original image, words which are not
in boldface have very limited similarity to the origi­
nal while boldface characters tend to remain intact.
Note that boldface can be detected only in the pres­
ence of normal-weight characters, and the number
of erosion steps is dependent on the scanning resolu­
tion and the size of the characters. By operating on
the block level, problems caused by a wide variety
of text sizes, as well as inconsistent illumination, are
reduced.



Figure 22: Boldface (top) and italic (bottom) word
detection.

5.4.2 Use Classification
As suggested in Section 3, the population of text

blocks and their descriptions can be used to clas­
sify a document into the usage categories of reading,
browsing, and searching (and modifying).

The following heuristics can be used to identify
these classes:

Reading documents are characterized by a rela­
tively small number of large text blocks on each
page. The majority of the document is com­
posed of text that has a single point size.

Browsing documents tend to have medium to
large text blocks, and small text blocks of a
larger point size which act as focal points for
the reader. Although readable documents have
similar handles, browsable documents typically
have many such handles.

Searching documents are characterized by small,
repetitive text blocks.

We use of these criteria in the block-level segmen­
tation of a browsing document.
Some of the specific properties which can be used
include:

• Number of text blocks

• Distribution of the geometrical SIzes of the
blocks

• Number of words and lines per text block

• Geometrical arrangement of the blocks

• Existence of multiple point sizes

• Existence of graphic and image components
Using a set of very simple criteria, based on a

subset of the above properties, we were able to clas­
sify approximately 80% of a 100-document database
correctly, with approximately 5% being unclassified.
The criteria used were as follows:

• In a searching document, no more than 25% of
the text blocks should have more than five lines.
There should be no image components, and few
or no graphic components.

• A browsing document must have at least three
head/body pairs. A head is in an emphasized
font (boldface, italics, or a large font) and has
no more then two lines. A body is standard text
with more then two lines.
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• A reading document must follow a strict (one­
or two-column) column structure and must have
large text blocks, primarily of a standard point
SIze.

These criteria will not perform well on very com­
plex structures. One of the difficulties is that many
documents belong to more than one use class. Con­
sider, for example, the "yellow pages" of a telephone
book. The individual line listings are clearly de­
signed for searching, but they are intermixed with
"advertisements" which have browsing characteris­
tics. Similarly, a journal article's bibliography ex­
hibits both reading and searching characteristics.

5.4.3 Type Classification
Type classification is a refinement of use classifi­

cation; the type of a document refers to a more spe­
cific document-level characterization such as journal
article or newspaper article, or a page-level charac­
terization such as title or contents page.

We can use function-based analysis as a basis for
type classification. As an example of how to perform
classification at this level, we attempt to classify in­
dividual journal pages as being title, reference or
body.

A set of 59 journal page images from the
University of Washington English Document Im­
age Database-I was used for training and testing.
This database contains images of pages as well as
page- and zone-level ground truth for each page.
Each description includes general characteristics of
the page and characteristics of each zone on the
page. The page characteristics include, for ex­
ample, "dominant-font-size" , "dominant-font-style" ,
and "number-of-columns", while the zone character­
istics include, for example, "type" , "location", "text­
alignment" , and "dominant-font-style". The classi­
fication of pages into the three categories was not
provided in the ground truth, and was performed
manually.

The complete database was converted to Docu­
ment Interchange Format (DIF). In this format, each
page is described by specifying general information
about the page, and a list of zone descriptions.

To classify the pages, we used a small set of at­
tributes of the zones. The most discriminatory at­
tributes turned out to be the number of vertically
neighboring zones with consistent height and the av­
erage size of the zones.

Using rules based on these attributes we were able
to classify journal page images with an accuracy of
over 90%. The rules are intuitively plausible and
highly consistent with our functional principles. The
number and average size of the information units
(zones) play major roles in the rules.

Examples of documents that were classified into
each class are shown in Figure 23. Note that the
second example of a reference page is also a title
page.
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Figure 23: Pages classified as body (top), reference
(middle) and title (bottom).
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Figure 24: Enhanced browsing capability

Figure 25: Enhanced search capability

document understanding and conversion techniques
have ignored the intended functionality of the doc­
ument, especially its class-independent functional
structure. An important advantage of our approach
is that it provides an ability to organize documents
without understanding their content.

We plan to extend our work to provide a more
complete taxonomy of functional primitives, and to
implement a full-scale system for functional typing
and document classification.

5.4.4 Functional Enhancement
If we can decompose a document into functional

components, we can use its functional organization
to help decide which portions of it should be pre­
sented to the user and which can be ignored or con­
sidered as lower priority. The extraction of func­
tional constructs allows this to be done without
the need for content-level reasoning. Using these
ideas, we can present document images to users in ac­
cordance with their goals. If a user wants, for exam­
ple, to browse collections of documents, we can pro­
vide only the upper-level headers, and give the user
the option to retrieve full information when needed.

Assume that a user wants to browse through a
document. We can present the information in a
manner consistent with the traversal mode by giving
the title of each information unit (see Figure 24), and
allowing the user to ask for the full unit if needed
Search documents such as a phone book can be

5.5 Discussion
Document functionality relates to how the document
conveys information to its user. In this paper, we
have provided a basis for understanding the func­
tional aspects of document design and usage. Au­
thors use layout and emphasis to make it easier to
extract information from documents. Traditional

6 Signature Verification

Progress on the problem of signature verification
has advanced more rapidly in on-line applications
than off-line applications, in part because informa­
tion which can easily be recorded in on-line envi­
ronments, such as pen position and velocity, is lost
in static off-line data. In off-line applications, valu­
able information which can be used to discriminate
between genuine and forged signatures is embed­
ded at the stroke level. Examining properties of
strokes is difficult, however, due to issues involving
the segmentation of often stylish and unconventional
strokes. In this work, we present an approach to
segmenting strokes into stylistically meaningful seg­
ments and establish a local correspondence between
a questioned signature and a reference signature to
enable the analysis and comparison of stroke fea­
tures.

From the reference signature, we extract a par­
tially ordered set of feature points which are used to
generate a model. Given a questioned signature, we
robustly extract stroke features based on an analysis
of the edges obtained from grey level images. Edge
features tend to be less distorted than skeletons ob­
tained by thinning and allow us to extract a more
stable representation to match..Questioned signa­
tures which do not conform to the reference signa-
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Figure 26: Extracted Model Strokes.

ture are identified as random forgeries. Most simple
forgeries can also be identified, as they do not con­
form to the reference signature's invariant properties
such as connections between letters. Since we have
access to both local and global information, our ap­
proach also shows promise for extension to the iden­
tification of skilled forgeries.

6.1 Model Acquisition

6.1.1 Acquisition of model strokes
As mentioned previously, the basic model includes

a tracingofthe signature, either gathered a priori on­
line, extracted automatically [11], or traced manu­
ally with a digitizer. Since this process must only be
done once for each signature, even a manual process
is acceptable''.

After obtaining the tracing of a reference instance,
we segment the tracing into stroke segments at its
junction and end points. The segmented model con­
sists of stroke segments, junction points and end­
points. Note, that any strokes which may appear
as "retraced strokes" in an image are represented
explicitly in the model.

6.1.2 Features Extraction
The features that will be used to verify the sig­

nature are those which tend to be consistently pro­
duced by the writer when producing their signature.
Recall that we are only dealing with features that
will allow us to establish a correspondence, not fea­
tures to which prove authorship. The features com­
puted for each stroke include average curvature, the
incoming and outgoing angle, and the relative posi­
tion and the relative size of the segment.

6.1.3 Training the Model
During the training process there are two primary

considerations. One is the model and the other is
the expected "cost" of matching a genuine signature
to the model.

The weight, wk(i), of feature k and segment i is
computed as the normalized standard deviation of
the cost of the features and stored as part of the
model. In some sense, we bootstrap ourselves into
computing the weights. Given a single reference sig­
nature, we segment and compute the appropriate
features. We then assume that all weights are one
and match all of the other training signatures ac­
cording to the procedure described in Section 6.3.

3Note that the tracing does not have be performed in ex­
actly tlie same way as the original signature was written, since
the segmentation and ordering of the strokes in the questioned
signature will be model driven.
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(a)

(b)

Figure 27: (a) a signature sample; (b) the edge im­
age of(a).

This establishes an initial correspondence. From this
correspondence, we can compute the standard devi­
ations for each feature on each stroke segment in the
model.

6.2 Questioned Signature Processing

The first step in processing the questioned signature
is to extract segments to match. Since there is only a
single static instance of an image to verify, care must
be taken to extract a meaningful representation. As
we have mentioned, we rely on edge information as
a basis for extracting strokes, as opposed to using a
thinned representation.

We apply the Canny edge detector to the grey
level image [4], which provides a reasonable set of
edge hypothesis. Tses edges are analyized to pro­
duce a stable midline representation of the signature.

The first process in stroke extraction is to trace
the stroke, segment them at junction (crossing) and
end points, classify individual segments as simple
strokes and collapsed loops. Subsequent processing
extracts simple strokes, extracts closed loops and
merges fragmented strokes as described in [15].

Once the questioned signature is segmented, a
dynamic programming technique is used to try to
match the segmented representation with the de­
rived model.

6.3 Signature Matching

Given a questioned signature, we want to find a
segment-wise correspondence between it and the
model in order to examine additional features of
the signature. The feature extracted from the ques­
tioned signature are the same as the ones used in the
model, namely the relative size and position of the
segment, its curvature and angles at its endpoints.
Given a model and a questioned signature, we define
a cost function that is used to evaluate the quality
of the match. Minimizing this cost function results
in the best correspondence.



6.3.1 Cost Function
The cost of matching the data and model is given

by
M

d= Ld(i)
i=l

d(i) is the measure of dissimilarity between two
strokes and M is the total number of strokes in the
model. d(i) is simply the weighted sum of the five
features extracted. Thus,

s
d(i) = L wk(i) * dk(i)

k=l

Where d1(i) is the difference in relative position be­
tween the model and data on stroke segment i, d2(i)
is the difference in incoming angles, d3 ( i) is the dif­
ference in outgoing angle, d4 (i ) is the difference in
average curvature and ds( i) is the difference in size.
Recall, the wks are the per stroke segment weights
computed based on the standard deviation.

6.3.2 The Matching Procedure
The algorithm for matching is a combination of

dynamic programming and elastic matching [49]. To
do this, a tree is constructed where each segment can
be matched to either a corresponding neighbor in the
model, a previous neighbor or the next neighbor. At
each stage, the cost of matching is computed and
the minimal cost path is chosen. A given segment
is allowed to match to the corresponding stroke, the
next stroke or the previous stroke in the model.

6.3.3 Random Forgery Detection
In the process of making the local correspondence,

we calculated the final cost as the accumulated cost
for the entire signature. As a result, the genuine
signatures which corresponds well with a model is
reflected in a lower cost. During the training, each
of the training signatures is matched to the model,
and cutoff score which is computed from the training
set for each is used to determine if the match is low
enough to be considered on a genuine signature. The
random forgeries which generated without knowing
the spelling of the signature will not confirm to the
structure of the genuine signature and tend to have
a much higher cost.

6.4 Experiments
We have carried out experiments on a set of 800
signatures". No normalization or alignment of the
signatures was required. The database consists of
800 off-line signatures, with 40 signatures collected
from each of the 20 authors, and the location por­
tions of the model was acquired by manually tracing
the signature point by point from a rendered version
of the image.

4 The signature database was provided by Prof. Robert
Sabourin at Ecole de Technologie Superieure.
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Training set size Type I Type II
10 2.2% 0.97%
20 1.67% 0.56%

Table 3: Threshold chosen from training data to
minimize total error.

Training set size Type I Type II
10 1% 2.1%
20 0% 0.75%

Table 4: Threshold chosen from training data to
minimize Type I (missed forgery) errors.

For each experiment, we used the remaining (40­
N) signatures of each class for testing. We match
each test signature against the model, and if the
cost exceeds the threshold computed during train­
ing, we reject the signature as a forgery, otherwise,
we accept it as a genuine signature. The verification
threshold is again determined by calculating the cost
of matching the training signatures to the model.

We performed two sets of experiments by mak­
ing the local correspondence between the model and
questioned signatures, using 10 and 20 signatures in
the training respectively. For each of the training set
sizes (10 and 20), we experiments with two different
methods of computing the threshold. The first set
(shown in Figure 3 attempted to minimize the total
error between the genuine training set and 10 addi­
tional forgered signatures. The second set (shown in
Figure 4 attempted to minimize the the type I er­
ror using the genuine training set and 10 additional
forgered signatures.

6.5 Discussion

We have proposed a model-based segmentation ap­
proach for the verification of static (off-line) signa­
ture images and the detection of forgeries. Our seg­
mentation involves identification of junction points
and recovery of the strokes consistent with the
model. For verification, a questioned signature is
segmented based on the edge information and the
features of the segments such as width, direction
and type (loop, retrace, etc.). A matching process
attempts to establish a correspondence between the
test image and the model, and the quality of the
correspondence is used for detecting forgeries.

A significant feature of our approach is that we
obtain not only a reasonably good segmentation
but also a segment-wise correspondence between the
model and the questioned signatures. This enables
us to examine both global and local features of the
questioned signature. Thus, it can serve as an initial
step in the detection of skilled forgeries. Preliminary
work on the processing of simple forgeries suggests
that a single cost function on selecting signature fea­
tures may provide sufficient discrimination power.



7 Other projects

We have a number of other ongoing projects in doc­
ument and video areas. Limited information about
the following projects can be found on our WWW
page at http://documents.cfar.umd.edu/LAMP.

Distributed Document Testing - software engineer­
ing project in providing document testing and
management between developers working in dif­
ferent locations.

Video Indexing and Retrieval- MERIT - Mpeg En­
coded Retrieval and Indexing Toolkit - a com­
pressed domain segmentation, indexing and re­
trieval package.

Video Performance Evaluation - a system begin de­
veloped to provide ground truth and evaluation
of the performance of video segmentation, clas­
sification and labeling schemes.

For other information, please contact us directly.
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SIMULTANEOUS IDENTIFICATION OF SCRIPT AND ORIENTATION

Alan S. Ratner
Department of Defense

9800 Savage Road
Fort Meade, MD 20755-6518

alanratner@alum.mit.edu

Abstract
The distribution of low-order moments is a useful

tool for classifying image characteristics. On a macro­
scopic scale, we can identify the script and orientation
of a document image. At a finer level, we can identify
language, case, alphabetic versus numeric, and possibly
topic.

1 Introduction

Analysis of document images typically requires
four basic steps: identification of orientation, script, lan­
guage, and characters.

Orientation identification is the taskof determining
which way is up. Assuming limited skew, there are four
possible orientations.

Script identification is the task of determining the
script, or alphabet, on the document. The scripts "in
common use" are: Amharic, Arabic, Armenian, Bengali,
Burmese, Chinese, Cyrillic. Devanagari, Georgian,
Greek, Gujarati, Gurmukbi, Hebrew, Japanese,
Kannada, Khmer, Korean, Latin (or Roman), Lao,
Malayam, Maldivian, Mongolian, Oriya, Sinhalese,
Tamil, Telugu, Thai, Tibetan and Urdu [1].

Language identification is the task of determining
the language in use. Over 500 languages use the Latin
script including English, French, Hawaiian and translit­
erated Russian. Over 60 languages use the Cyrillic script
including Russian, Ukrainian, Mordvin and Udmurt.

Character (or word) identification is the taskof con­
verting a character (or word) image to an encoding
scheme such as Unicode or ASCII. In some applications
character identification may be performed prior to (or
iteratively with) language identification.

This paper addresses a simple, efficient and effec­
tive scheme to accomplish the first three steps: orienta­
tion identification, script identification and language
identification.

In Section 2 we describe the observations made on
each character or connected component In Section 3
we describe how the features used by the classifier are
obtained from the observations. Section 4 presents sev­
eral classification examples.
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2 Observations

The information used to characterize a document
image consists of a number of parameters called obser­
vations. The initial observations are based on the calcu­
lation of normalized low-order centered moments of
either each character or connected component (A con­
nected component is a set of horizontally, vertically or
diagonally contiguous black pixels.) We take the x
direction as running from left to right and the y direction
as running from top to bottom on the document image
(assuming, at present, that the document is right-side
up). For each character or connected component on the
image we:
1. Compute the horizontal and vertical mean posi­

tions, xand y, for the black pixels.
2. Compute the number of black pixels, N.
3. Compute the horizontal and vertical extent of the

black pixels, n, and Dr (The number of pixels

between and including the left-most and right-most
black pixel within the component is Dr)

4. Compute the normalized centered moments mab:

mab = ( L (X-XfX(y_y)b)INxaxaxa/
(x, y) e blackpixels

where (a,b) take on the values:

(2,0) for the x2 (horizontal second) moment,
(1,1) for the xy (diagonal second) moment,

(0,2) for the y2(vertical second) moment,

(3,0) for the x3 (horizontal third) moment,

(2,1) for the x2y (diagonal third) moment,

(1,2) for the xy2 (diagonal third) moment,

(0,3) for the y3 (vertical third) moment

We have now described each component on the
document with its three second moments and four third
moments. However, our interest is not in the moments
describing specific instances of components, but rather
in the distribution of these moments over all the compo­
nents on the document. We would expect that all
instances of character 1 (say "a" in the Latin script)



Figure 3: 4-Class Orientation Identification

Figure 2: 3-Class Script Identification.
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Figure 3 shows a 4-class system distinguishing ori­
entation for low resolution Latin images. In this case,
the classifier was trained using upright images with
other orientations simulated by interchange and sign
changes on the moments. (See Appendix.)

Figure 2 shows a 3-class system distinguishing
between Burmese, Lao and Thai scripts using a 2­
dimensional feature vector. The data set consisted of
images with relatively low resolution. The boundary
regions, l-sigma ellipses around the class means, and
data points are shown. The error rate is in the bottom
right corner. This figure was generated by LNKnet [3].
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would have similar values of mll but distinctly different
from those of instances of character 2 (say "b"), Thus
the distribution of each moment involves the frequency
of occurrence of each character as well as the moments
of these characters. We sort the moments and select the
inner quintiles: the 20, 40, 60 and 80 percentiles of each
moment. We now have 28 observations to describe each
document image: the 20,40, 60 and 80 percentile values
of each of the seven normalized moments. Figure 1
shows the sorted (2,0), (1,1) and (3,0) moments for one
Lao and one Thai image.

15..---------------------,

The 28 observations could be used as features
directly. However, it is desirable to reduce the dimen­
sionality of the problem in order to simplify the model,
allow visualization and reduce the amount of training
data required. If we wish to classify the images as
belonging to one of C classes where C is less than 28,
we can use the generalization of Fisher's linear discrim­
inant [2] to project the observations into C-1 features
using linear combinations of the observations which
maximize the projections of between-class scatter to
within-class scatter. In many instances, C may be small.
For example: a) is a document in the Latin or Cyrillic
script? or b) what is the orientation of a Chinese docu­
ment?

4 Classification
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The simplest classifier is Gaussian. The means and
standard deviations of the features for each class are
computed. At the point defined by the feature vector of
an unknown document we compare the relative magni­
tude of the C Gaussian distributions which are weighted
by the a priori probabilities.

The data set presented in Figure 3 does not contain any
images with 2700 orientation. With as few as 4 classes
we observe visualization problems. Although a rela­
tively large number of data points appear to be in error,
this is an artifact of viewing a two-dimensional slice of a
three-dimensional space.
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We can also simultaneously classify images by
script and orientation although this is a four-fold
increase in number of classes (if all four orientations are
possible) with resultant increase in complexity of the
model and accompanying increase in error rate.

Given a set of images with the same script, we can
identify the language apparently based on differences in
the script characters and in differences in the frequency
of occurrence of the characters. Figure 4 shows the
classification of low resolution English, Spanish and
Portuguese document images.

Figure 4: 3-Class Language Identification
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Appendix

The following table shows the relationship between
the moments as a function of orientation with angle
measured in a clockwise direction:

Table 1: Moment Translation with
Orientation

Moments

Orient x2 xy r r3 xZy xr r
0° mw mll Ino2 m30 m21 m12 IDo3

90° Ino2 -mll mw -IDo3 m12 -m21 mo3

lSOO mw mll Ino2 -mo3 -m21 -m12 -mo3

2700 Ino2 -mll mw mo3 -m12 m21 -mo3



Page Segmentation Using Script Identification Vectors:
A First Look

Judith Hochberg, Michael Cannon, Patrick Kelly, and James White

Abstract
This paper explores the use of script identification

vectors in the analysis of multilingual document im­
ages. A script identification vector is calculated for
each connected component in a document. The vector
expresses the closest distance between the component
and templates developed for each of thirteen scripts,
including Arabic, Chinese, Cyrillic, and Roman. We
calculate the first three principal components within
the resulting thirteen-dimensional space for each im­
age. By mapping these components to red, green, and
blue, we can visualize the information contained in the
script identification vectors.

Our visualization of several multilingual images
suggests that the script identification vectors can be
used to segment images into script-specific regions as
large as several paragraphs or as small as a few char­
acters. The visualized vectors also reveal distinctions
within scripts, such as font in Roman documents, and
kanji vs. kana in Japanese.

Results are best for documents containing highly
dissimilar scripts such as Roman and Japanese.
Documents containing similar scripts, such as Roman
and Cyrillic, will require further investigation.

1 Introduction

Document images in which different scripts, such as
Chinese and Roman, appear on a single page pose a
problem for optical character recognition (OCR) sys­
tems. Existing OCR capabilities for multi-script
recognition are limited to identifying individual for­
eign characters, such as Roman characters within a
page of Chinese. This approach is inappropriate for
documents with larger numbers of possible foreign
characters, e.g., Roman documents that contain
Chinese characters. It also does not allow larger tex­
tual regions containing foreign scripts to be pro­
cessed by more powerful OCR algorithms which in­
corporate contextual and linguistic information.

One possible solution to this problem is to extend
the user-guided page segmentation approach cur­
rently used by OCR packages to process multilingual
documents printed in a single script. That is, the
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user could make a separate scan of the document for
each script, each time manually selecting the re­
gion(s) to be recognized. It would be preferable to
develop an automatic means of segmenting multi­
script document images. This could be the first step
in a document processing stream for multi-script doc­
uments that includes language identification as well
as content-based steps, such as machine translation,
information retrieval, indexing, etc.

We hypothesized that a good starting point for
such an algorithm would be the script identification
vectors produced by our published algorithm for per­
forming script identification on single-script docu­
ments [1]. Our current implementation encompasses
thirteen scripts: Arabic, Armenian, Burmese,
Chinese, Cyrillic, Devanagari, Ethiopic, Greek,
Hebrew, Japanese, Korean, Roman, and Thai. It re­
quires minimal preprocessing of the document im­
age, and identifies the script in which a document is
printed with a high degree of accuracy.

The algorithm is based on. cluster analysis.
Connected components from a training set of docu­
ments are clustered in order to determine the most
frequent character types in each script. A representa­
tive template is chosen for each cluster. New docu­
ments are classified by comparing a subset of their
connected components to the templates for each
script, and choosing the script whose templates pro­
vide the best match.

As part of this process, a thirteen-element script
identification vector is developed for each connected
component in the test document. The first element is
the Hamming distance between the component and
its most similar Arabic template, the second is the
distance between the component and its most similar
Armenian template, and so on for all thirteen scripts
currently in our system.

Each of these 'most similar' templates has an as­
sociated reliability statistic that was calculated in a
second pass through our training set, as part of the
training procedure described in [I). As shown in
Figure 1, reliable templates are true hallmarks of a
script; unreliable templates tend to be blobs or other
uninformative shapes.
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The script identification vectors were not intended
to be accurate on an individual component basis.
For example, a particular component from an Arabic
document might have a higher matching score for
Roman than for Arabic. Therefore, when using the
vectors to perform script identification on a docu­
ment as a whole, we considered several connected
components simultaneously; our best results were ob­
tained by examining more than 75 components per
image. Combining information across components
filtered out the noise and led to an accurate classifi­
cation for the image. The question remained whether
the information contained in the vectors was accu­
rate enough to perform reliable script identification
for textual units smaller than a page, such as a line
or paragraph, or even an individual word.

Before trying to develop an algorithm to perform
this task, we decided to use visualization as a tool to
unpack the information inside the vectors. If the vi­
sualization showed good separation between script
regions, this would be our go-ahead to develop script
segmentation algorithms based on the vectors.

An eventual algorithm would use all thirteen ele­
ments from the script identification vectors. For the
first look described in this paper, we reduced the
vectors to three elements, using principal compo­
nents analysis, so that we could easily visualize the
information they contained. This is a lossy approach,
yet, as it turns out, sufficient for most script combi­
nations we analyzed.

2 Method

We collected an initial corpus of seven multi-script
documents. Image sources were an airline magazine
(Fig. 2), a book about manual script identification
(Fig. 3, [2]), and bilingual dictionaries (e.g., Fig. 4).
Script regions in these images varied in size from in­
dividual characters to entire paragraphs. All images
were scanned as line art (black and white), with a
resolution of 200 dpi, using an Agfa scanner
equipped with StudioScan II software.
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Fig. 2. Fragment of a multilingual image from an airline magazine
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Fig. 3. Fragment of a multilingual image from a script identification manual [2]

260



many a time <and oft>

Fig. 4. Fragment of a multilingual image from an English-Arabic dictionary

The scripts represented in each image are pre­
sented in Table 1. Most of the scripts in these doc­
uments were among the thirteen included in the
script identification templates. The exceptions were
all found in images 4-5, from the script identification
book [2].

Table 1: Sources and scripts in test images

Image # Source Scripts
1 dictionary Arabic, Roman
2 airline maga- Japanese, Roman

zine
3 dictionary Korean, Roman
4 script identifi- Roman, Coptic, Arabic,

cation book Devanagari, Armenian,
Ethiopic, Bengali

5 script identifi- Roman, Chinese, Nasi
cation book pictorial script,

Hebrew, Javanese,
Avestan, Mayan hiero-
zlvnhics

6 dictionary Greek, Roman
7 dictionary Cyrillic, Roman

The first step in processing each image was to de­
velop a script identification vector, using the ap­
proach described in [1]. This involved the following
steps:
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identifying all connected components in the im­
age that contained more than ten pixels and
were less than 80 pixels in height;
rescaling components to 30 x 30 pixels;
comparing each component to the script identifi­
cation templates for the thirteen scripts in order
to find the template within each script that gave
the closest match (judged by Hamming dis­
tance). This step created a script identification
vector for each connected component consisting
of thirteen Hamming distances.

• Finally, looking up the associated reliability
statistic for each chosen template.

For each image, after creating the script ID vec­
tors as described above, we performed a principal
components analysis. This identified the main axes
in the thirteen-dimensional space defined by the im­
age's vectors. Reliability statistics were not taken
into account in this analysis, although we intend to
use them in the future.

We discarded all but the first three principal com­
ponents, and normalized the values on each of the
three to a range of 0 to 255. We then mapped the
normalized values onto the colors red, green, and
blue. Thus each connected component in the image
was assigned a color that symbolized its location in
a reduced, three-dimensional script identification
space.

This process is demonstrated in Figures Sa-c, for
the fragment of image 1 seen in Figure 4. The three
figures illustrate the first three principal components



in grayscale, with intensity indicating the value of
the component. The second principal component
(Fig. 5b) showed the sharpest separation between
Arabic and Roman, with Arabic characters generally
darker than Roman ones. The first and third compo­
nents also showed some separation. For the first
principal component (Fig. 5a), Arabic characters
tended to be lighter than Roman ones. For the third
principal component (Fig. 5c), most Roman charac­
ters had medium values, with Arabic characters
darker or lighter.

The color image produced by mapping Figs. 5a-c
to red, green, and blue, respectively, had Roman
characters in green, shading to green-blue, and
Arabic characters in red, purples, blues, and blacks.
The touching characters man in the word many in the
second row, which were unusually dark in the second
component and unusually light in the third compo­
nent, were bluer than the rest of the Roman in the
color image.

This image, and the other six images described in
this paper, can be viewed in color on the Internet at
[3].

3 Script segmentation

We evaluated each image according to the degree of
observed color separation between scripts. Images 1­
3 had the sharpest separation. These images each
contained Roman, plus a second script that was vi­
sually dissimilar to Roman: Arabic, Japanese, or

Korean. In these images, each script was mapped to
a distinct color or range of colors, indicating that the
script identification vectors held the information re­
quired for script segmentation. Image 1 was de­
scribed in the previous section. In image 2, Roman
characters were in shades of red, purple, and red­
blue, while Japanese characters were in greens and
blues. In image 3, Roman characters were in greens
and greenish browns, while Korean characters were
in purple and purplish browns (recall that color im­
ages are available at [3]).

Within this set, images 1 and 2 had the sharpest
script separation. In these images, individual words
and phrases in one script stood out against a back­
ground from a contrasting script. Good examples of
this were "SkyMiles@ Medallion", near the top of the
second column of image 2 (Fig. 2), and "dead
march", near the bottom of the second column of im­
age 1.

In images 1 and 2, the visualization also revealed
differences within scripts. This happened most dra­
matically in image 2. In the Roman areas in this
image, italicized characters were bluer, and bold
characters pinker, than the other Roman characters.
In the Japanese areas, kanji (Chinese root charac­
ters) were blue or blue-green, while kana (phonetic
characters) were green or blue-green. In image I,
italicized Roman tended to be bluer than non-itali­
cized Roman.

Figure 5a. First principal component for a fragment of image 1
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Figure 5b. Second principal component for a fragment of image 1

Figure 5c. Third principal component for a fragment of image 1

263



Images 4-5, which contained several scripts each,
also showed clean script separation. The tendency in
these images was for familiar scripts to be mapped to
a single color, or narrow range of colors, while unfa­
miliar scripts were mapped to a melange of colors.
Thus in image 4, Roman was mapped to green,
Arabic to blue/red, Armenian to brown, and
Devanagari to dark blue. In image 5, Roman was
mapped to dark reds and purples, Hebrew to green,
and Chinese to blue, shading to brownish green.
Coptic, Nasi, Javanese, Avestan, and Mayan, all un­
familiar scripts, were mapped to a melange of colors.

Two scripts in images 4 and 5 differed from this
general pattern. In image 4, Bengali was mapped to
the same dark blue as Devanagari. This was a pleas­
ing result given the visual similarity of the two
scripts. Also in image 4, Ethiopic was mapped to a
melange of colors. This was surprising because
Ethiopic was among our set of known scripts.

Images 6 and 7, which combined Roman with
Greek or Cyrillic (both of which share several letters
with Roman), showed the least script separation. In
image 7, bright greens were generally Roman, and
bright blues generally Greek; no other systematic dif­
ferences were observable, and the overall effect was
a melange. In image 8, the only systematic separa­
tion was that bright greens were generally Roman.
Most observable patterning pertained to individual
characters: Cyrillic 'T' was always pale blue-green,
and Cyrillic and Roman '0' always red. Again, the
overall effect was a melange.

4 Conclusion

Our visualization efforts were encouraging. They
suggested that, for all but closely related scripts, the
script identification vectors, even as reduced by
principal components analysis, contained the infor­
mation needed to distinguish script regions on an in­
dividual page. For our best pairings, English/Arabic
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and English/Japanese, the vectors apparently also
contained distinguishing font information.

Given this result, we expect that automatic seg­
mentation algorithms based on the vectors will be
fruitful in most cases. For more difficult script com­
binations, such as Roman/Greek and Roman/Cyrillic,
we have two possibilities in mind for improving our
current results. First, we plan to incorporate the reli­
ability scores described in sections 1 and 2. These
scores were crucial in making fine distinctions in our
earlier work, and should help in the segmentation
problem as well. The reliability scores could be used
in visualization, by reducing the visual intensity of
components whose best match overall was to a tem­
plate with low reliability. Alternatively, each
Hamming distance could be weighted by the reliabil­
ity of the relevant template prior to any vector analy­
sis. Second, in moving from visualization to an ac­
tual page segmentation algorithm, we plan to make
use of the original script identification vector instead
of the principal components. Perhaps the information
lost in the principal components analysis is neces­
sary for full-scale segmentation.
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Abstract
Many documents are available to a computer
only as images from paper. However, most nat­
ural language processing systems expect their
input as character-coded text, which may be
difficult or expensive to extract accurately
from the page. We describe a method for con­
verting a document image into character shape
codes and word shape tokens. We believe that
this representation, which is both cheap and
robust, is sufficient for many NLP tasks. In this
paper, we show that the representation is suffi­
cient for determining which of 23 languages
the document is written in, using only a small
number of features, with greater than 90%
accuracy overall.

1 Introduction
Computational linguists work with texts. Computational
linguistic applications range from natural language
understanding to information retrieval to machine trans­
lation. Such systems usually assume the language of the
text that is being processed. However, as corpora
become larger and more diverse this assumption
becomes less warranted. Attention is now turning to the
issue of determining the language or languages of a text
before further processing is done. Several sources of
information for language determination have been tried:
short words (Kulikowski 1991, Ingle 1976); n-grams of
words (Batchelder 1992); n-grams ofcharacters (Cavner
& Trenkle 1994); diacritics and special characters
(Beesley 1988, Newman 1987); syllable characteristics
(Mustonen 1965); morphology and syntax (Ziegler
1991). Each of these approaches is promising although
none is completely accurate. More fundamentally, many
rely on relatively large amounts of text data and all rely
on data in the form of character codes (e.g., ASCll).

In today's world of text-based information, how­
ever, not all sources of text will be character coded.
Many documents such as incoming faxes, patent appli­
cations, and office memos are only accessible on paper.
Processes such as Optical Character Recognition (OCR)
have been developed for mapping paper documents into
character-coded text.

However, for applications like OCR, it is desirable
to know the language a document is in before trying to
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decode its characters. There appears to be a fundamental
Catch-22: natural language processing systems want to
be able to work automatically with arbitrary documents,
many of which may be available only on paper, and in
the process, they minimally need to know which lan­
guage or languages are present. The algorithms cited
above can determine a document's language, but they
require a character-coded representation of the text.
OCR can produce such a representation, but OCR does
not work well unless the language(s) of the document
are known. So how can the language of a paper docu­
ment be determined?

We have developed a method which reliably deter­
mines the language or languages of a document image.
In this paper, we discuss Roman-alphabet languages
such as English, Polish, and Swahili; see Spitz (1994)
for a discussion of the determination of Asian-script lan­
guages. Our method finesses the problems inherent in
mapping from an image to a character-coded representa­
tion: we map instead from the image to a shape-based
representation. The basal representation is the character
shape code of which there are a small number. These
shape codes are aggregated into word shape tokens
which are delimited by white space. From examining
these word shape tokens we can determine the language
of the document. An example of the transformation from
character codes to character shape codes is shown in fig­
ure 1.

Character codes

Confidence in the international
monetary system was shaky enough be­
fore last week's action.

Character shape codes

AxxAAxxxx ix AAx ixAxxxxAixxxA
xxxxAxxg xgxAxx xxx xAxAg xxxxgA Ax­
Axxx AxxA xxxA'x xxAixx.

Figure 1: Character code representation and character
shape code representation.

The shape-based representation of a document is
proving to be a remarkably rich source of information.
While our initial goal has been to use it for language
identification, in support of downstream OCR pro-



Figure 2: A text image showing the text line parameter
positions: Top, x-height, Baseline and Bottom.

cesses, we are finding that this representation may itself
be sufficient for natural language applications such as
document indexing and content characterization (see
Nakayama (this volume), Sibun & Farrar 1994). We find
these indications exciting because OCR is an expensive,
slow, and often inaccurate process, especially in the pres­
ence of printing and scanning artifacts such as broken or
touching characters or skew or curvature of text lines.
Thus, if our technique allows natural language process­
ing systems to apply OCR selectively or to side-step
OCR entirely, such systems will become faster, less
expensive, and more robust.

In this paper, we first explain the background of our
system that constructs character shape codes and word
shape tokens from a document image. We next describe
our method for language determination from this shape­
based representation, and demonstrate our approach
using only the three languages English, French, and Ger­
man. We then describe an automated version of this pro­
cess that allows us to apply our techniques to an arbitrary
set oflanguages and show its performance on 23 Roman­
alphabet languages.

2 Character shape codes and word
shape tokens
Our determinations about document characteristics are
made neither on the raw image I nor on the character
codes by which the document can be represented. The
determinations are made on a shape-based representation
built of a novel component, the character shape code
(Spitz 1993).

Four horizontal lines define the boundaries of three
significant zones on each text line (see figure 2). The
area between the bottom and the baseline is the
descender zone; the area between the baseline and the
top of such characters as x is the x zone; and the area
between the x-height level and the top is the ascender
zone.

Top x-height

Bottom

Characterizations of the number of connected com­
ponents in a character cell and, in some instances, their
aspect ratios, contribute to the coding. Thus most charac­
ters can be readily mapped from their positions relative
to the baseline and x-height to a small number ofdistinct
codes (see figure 3).2

Character
Character

shape code

A A-ZbdfhkltEO-9#$&/@1

x acemnorsuvwxz

i iaaaeeel.oo.un
g gpQYc;

j j

U ae:ii:iiiOU

Figure 3: Character shape codes.

2.1 Typesetting effects
Typesetters use different conventions. For example, in
German text (j may be set as ue and B may be set 88.

Therefore, there may be several-to-one mappings of
typeset information to character shape codes, since u
maps to U and ue to xx.

If this shape mapping can be done from document
images, it can more trivially be accomplished from char­
acter-coded documents (e.g., ASCII, ISO-Latin-l, ns,
Unicode), providing, of course, that the method of
encoding is known.

2.2 Computational complexity
Our approach takes on a much less difficult problem than
does OCR. There is no need to investigate the fine struc­
ture of character images, the number of classes is small,
and measurements are largely independent of font or
typeface. As a result, the process of classifying text into
character shape codes and aggregating those codes into
word shape tokens is two to three orders of magnitude
faster than current OCR technology.

3 Language determination
We have found that we can readily distinguish the lan­
guage of a document for 23 Roman-alphabet (mostly
European) languages from a relatively small text. This
technique exploits the high frequency of short words in
such languages and the diversity of their word shape
token representations.

In this section, we describe our method for deter­
mining a document's language from the shape-based
representation derived from the image (some of this

1. Document images may be obtained by scanning of
paper documents, by retrieval from a document image data­
base, or by digital rendering of a high level representation of
the document.

2. This paper adopts the following conventions: mono­
spaced to represent input characters, boldface to represent
the character shape codes (A, x, i, g, j, U), and sans-serif to
represent typographic conventions.
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work has been reported in Nakayama & Spitz 1993). Our
system learns how to discriminate a set of languages;
then, for any input document, the system determines to
which language it belongs. Our method uses the statisti­
cal technique of Linear Discriminate Analysis (LOA).
First, we demonstrate the method using a hand-selected
set of distinguishing features for a small set of languages.
In section 4, we describe our process for automating the
selection of distinguishing features across an arbitrary
number of languages, and show the results on a corpus
that includes documents from 23 languages.

Our initial set of discriminable languages comprised
English. French, and German. To ascertain the set of dis­
criminating features, we built a training corpus of
approximately 15 scanned images of one-page docu­
ments for each language. We tokenized these images fol­
lowing the procedure described in section 2. This
resulted in 7621 tokens from, English, 6826 tokens from
French, and 5472 tokens from German. We then ranked
the frequency of word shape tokens across each corpus
and noted the ten most frequent tokens. By comparing
these top ten word shape tokens for each of the lan­
guages, we were able to select one per language that was
both frequent in that language and less frequent in the
other languages. Intuitively, each of these tokens is char­
acteristic of its language; therefore, we call these charac­
teristic tokens (see figure 4). The characteristic token for
English is AAx; AAx constitutes 7% of the tokens in the

English French German

Token Rank Word Rank Word Rank Word

xA 2 of 7.. 3 to Iii;;;:::: " ... :: 6

IX 4 is 10

xxA 5 and 3 auf

xx 6 2 en 2 an

A:xx 9 3 les 1 der

xxx 8 4 aux 5 wer

g:xx 5 pas

_;tti :i:tt~;:'" iiiiii:~~ii.~:·iiiiiiii.

Figure 4: Most frequent word shape tokens in English,
French and German: the top five for each language are
shown; rankings of these are shown for the other
languages when they fall in the top ten; shading
indicates the characteristic token for each language; and
common words that map to the top five tokens for each
language are shown.

English corpus and is quite rare in the others. In the Ger­
man corpus, Aix is not the most frequent token. xx, xxA,
Aix, and xxx each make up about 3% of the corpus while

Au constitutes 6%. However, of the five, only Aix is
rare in the other languages. While Ax is frequent in all
three corpora, it is overwhelmingly frequent in French,
where it makes up 11% of the tokens (vs. 4% for English
and 2% for German). These differences in the distribu­
tion of the characteristic tokens in the three corpora are
sufficient for LOA to correctly identify each language
almost every time (see figure 5).3 The documents are
from the training corpus: by a process called cross-vali­
dation, each was removed from the training corpus one
at a time and classified based on the discriminating
results from training on the rest of the corpus.

Language assigned

English French German

Language English 13
of French 17 1

document German 1 14
Figure 5: Number of documents from each corpus
assigned to each language.

It may be noted that each of the top five word shape
tokens in each of the English, French, and German cor­
pora is a mapping of closed class words such as deter­
miners, conjunctions, and pronouns. This is not
surprising, since closed class words are frequent in Euro­
pean languages. Of course, other words map to these
word shape tokens too. For example, in English, the
word flu maps to AAx. However the overwhelming
proportion of AAx tokens in the English corpus are map­
pings of the. Since the is such a common word in
English, we can expect AAx to be characteristic of any
shape-level representation of an English document. Sim­
ilar situations obtain in the other languages.

While it may seem fortuitous that in English AAx is
virtually always a mapping of the, unique word shape
tokens are more common in Roman-alphabet languages
than one might suppose. We mapped an English lexicon
of surface forms into word shape tokens and discovered
that 20% of the resulting word shape tokens were unique;
examples include the surface forms apple and
apples.

4 Automated language determina­
tion
In the previous section, we discussed the selection of dis­
criminating word shape tokens by hand. We now
describe our method for automating this process. We
have been able to use this technique to discover a dis­
criminating set of tokens for a large fraction of the
languages written in the Roman alphabet. We initially
tested this automated technique by recapitulating our

3. In the case of the German document that was mis­
classified, examination of the image reveals that, due to
printing and scanning artifacts, many characters are artifac­
tually touching each other.
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work done by hand in discriminating English, French,
and German. We then applied the technique to a 755­
document corpus comprising 23 languages.

4.1 The automated method
While it is easy to hand-select a single discriminating
token for each of a few languages, the task becomes
more complex as the number of languages grows. Fur­
ther, ~ single feature per language may no longer be
sufficient; a profile, or vector of features, for each lan­
guage would be more robust.

For the automated method, a corpus for each of the
languages is scanned and tokenized, and the tokens are
sorted by frequency. The n most frequent tokens for each
corpus are selected. We apply stepwise discriminant
analysis, a variant ofLDA, to this token set: variables are
~elected one by one according to their ability to discrim­
mate between languages. The optimal value of n has not
yet been determined. We need to gather enough discrim­
inating tokens to characterize the languages as com­
pletely as possible. However, if we use too many, the
accuracy of the classification may actually be degraded;
further, relatively uncommon tokens may improve per­
formance on test data but may not work well in general.
As we discuss below, n =5 suffices for three languages,
but may not be optimal for 23.

There are several considerations for ensuring that
this process is robust. The size of the corpus for each lan­
guage must be sufficiently large in terms of both the
number of documents and the total number of word
shape tokens. The number of documents must be large
enough to enable the LDA testing procedure to system­
atically eliminate some of them for cross validation with­
out skewing the overall characteristics of the corpus. The
number of word shape tokens must be large enough to be
reflective of the language in which the documents are
written to allow for accurate comparison between lan­
guages. A further consideration is that the number of dis­
criminating tokens used by the LDA system should be
considerably smaller than the number of documents.

For our initial test we selected the five most frequent
word shape tokens from each of English, French, and
German; this formed a set often tokens (because of over­
lap between corpora). Using stepwise discriminant anal­
ysis, the system found the best way to use the tokens by
selecting the single token that was most discriminating
and then for each of the remaining tokens adding the next
most discriminating tokens given the ones that had
already been selected. This resulted in a ranking of nine
discriminating tokens (Ax, xA, ix, Aix, Axx, xx, AAx,
xxA, xxx). The tenth was not found to improve the reli­
ability of the discrimination; in fact accuracy peaked at
four tokens.

We compared the performance of the automated
system with that using the hand-selected tokens. When
the top three automatically-selected tokens were used,
performance was comparable to that of the three hand­
selected tokens. Interestingly, there is no overlap in the

misclassification of documents. Using four automati­
cally-selected tokens, the system classified all but one
document correctly (see figure 6).

Language Assigned

English French German
Language English 13

of French 18
document German 1 14

FIgure 6: As~ignment of documents to language using
four automatIcally-selected discriminating tokens.

4.2 Automated determination for many
languages
We hav~ constructed a database of 755 one-page docu­
ments m 23 languages including virtually every
European language written in the Roman alphabet. There
are 18 Indo-1urope?n languages: ~frikaans, Croatian,
Czech/Slovak , Danish, Dutch, English, French, Gaelic,
German, Icelandic, Italian, Norwegian, Polish, Portu­
guese, Rumanian, Spanish, Swedish, and Welsh. There
m:e two U~alic languages: Finnish and Hungarian.
Finally, we include three languages from disparate fam­
ilies: Turkish, Swahili, and Vietnamese.

To construct a set of discriminating features, we
selected the five most frequent word shape tokens from
each language. Because of overlap, this resulted in 23
tokens. Some of these discriminating tokens have a high
frequency across languages; in fact, xx appears in the top
five of22 of the languages we examined. However, even
when we consider 23 languages, there are eight tokens
appearing in the top five of one language which do not
appear in the top five of any others. (This does not mean
of course, that these tokens do not appear in other lan­
guages at all, but simply that they are relatively much
less frequent.) The 23 tokens comprise the set (x, xx,
xxx, XXXX, i, ix, xi, xix, A, AAx, Ax, AxA, AxAx, Axx,
Axxx, xA, xxA, Ai, Aix, g, gx, xg, xxg, jx).

As before, we used LDA to build a statistical model
of the language categorizations, and by cross validation
tested the accuracy of the model (see figure 7). Our over­
all accuracy is better than 90%, while the accuracy for
individual languages varies between 100% and 75%
with an outlier of 44% for Czech/Slovak. Examination of
misclassifications proves somewhat instructive, as can
be seen in the confusion matrix in figure 8. For example,
Dutch and Afrikaans are closely related languages, and
the only error in either language is the categorization of
one Afrikaans document as Dutch. Among the five

4. We initially considered Czech and Slovak as separate
languages, but this yielded worse results than combining
them. We feel our decision was legitimate because "Slovak is
similar enough to Czech to be considered by some as merely
a dialect" despite "the existence of slightly different alpha­
bets, as well as distinct literatures" (Katzner 1986, p 91).
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Romance languages - French, Italian, Spanish, Portu­
guese, Rumanian - nine of the ten classification errors
are within that language family. For the Scandinavian
language family - Danish, Norwegian, Swedish, and Ice­
landic - the pattern is less clear. Two Norwegian docu­
ments are classified as Icelandic, but the three other
errors in that family are classifications outside of the
family.

Language abbr
Acc Language abbr

Acc
(%) (%)

Afrikaans af 97 Italian it 95

Croatian cr 100 Norwegian no 95

Czech/Slovak cs 44 Polish po 100

Danish da 96 Portuguese pt 96

Dutch du 100 Rumanian ru 93

English en 95 Spanish sp 95

Finnish fi 75 Swahili sa 97

French fr 92 Swedish sw 98

Gaelic ga 86 Turkish tu 93

German ge 97 Vietnamese vi 100

Hungarian hu 94 Welsh we 97

Icelandic ic 96

Figure 7: Language detection accuracy. The abbre­
viations shown are used as indices in figure 8.

Croatian, Czech/Slovak, and Polish are all Slavic
languages; Hungarian and Finnish are related to each
other but not to any other European languages. However,
there is a large cluster of errors within the set of these
five languages. Most of these errors are for Czech/Slo­
vak documents; in fact, Czech/Slovak was recognized
far less accurately than any other language and it is
unclear why. It may be the case that many of these doc­
uments are of poor quality. Seventeen of the 69 errors
seem to be random; while we are working to reduce such
errors, it is unlikely that we can eliminate them entirely.
It is possible that 23 discriminating tokens is not suffi­
cient; since the accuracy has been improved by the addi­
tion of each new token, adding several more may
continue the improvement.

4.3 Discussion of methodology
While LDA has proved adequate, there are some draw­
backs to this technique. We are somewhat disappointed
by the system's accuracy. Examination of token frequen­
cies suggests that the profiles for each language are
distinct enough that 90% should be a lower bound on
classification accuracy. However, for several languages
the accuracy was much lower, and for many more it was
not much better than 90%. A more troubling problem is
the instability of the model. When we add or delete lan­
guages, overall accuracy fluctuates between 80% and
93%. This suggests that removing a language affects the

typical distribution across all languages, which should
not be the case. It is difficult to identify the underlying
causes of both of these observations. Finally, the results
ofLDA are difficult to interpret. All these considerations
suggest that LDA may not be the best technique to use.
Therefore, we are exploring alternative statistical mod­
els, such as classification trees, to find an approach that
is more robust for our task.

5 Comparison with other methods
It is difficult for us to compare our approach to other
methods of language determination. Most sources we
have found are simply guides for librarians or translators.
For example, Ingle (1976) found that the presence or
absence of specific one- or two-character words suffices
to distinguish among 17 Roman-alphabet languages.
There are several implemented systems, some of which
report on their accuracy, but none is addressing exactly
the same problem as ours: all work from character-coded
text. However, it is useful to get a ballpark estimate of
the accuracy to be expected of character-based systems.

Batchelder (1992) trained neural networks to recog­
nize 3-6 character words from 10 languages. While her
networks had high accuracy in recognizing words from
the training set, their best-case performance on untrained
words was 53%, thus making accurate determination of
a document's language highly unlikely.

Cavner and Trenkle (1994) used n-grams of charac­
ters for n =1 to 5. Their task was not language determi­
nation per se, but determining to which country's
newsgroup (in the netnews soc.culture hierarchy) a doc­
ument belonged. In each newsgroup, the documents
were written in either English or other language(s). For
documents longer than 300 characters, the system deter­
mined the correct newsgroup with 97% accuracy when
using the 100 most frequent n-grams. These results are
good, but the technique should be tested on a set of doc­
uments for which the languages are known and the topics
are varied.

Kulikowski (1991) used a semi-automatic method to
determine a profile of frequent 2-3 character words for
nine languages. He claims at least 95% accuracy for
determining that a single-language document is in one of
the nine languages or in none of them. Unfortunately he
does not expand on this claim. Henrich (1989) used cri­
teria such as language-specific word-boundary character
sequences and common short words to determine the lan­
guage of sentences in English, French, or German.

Mustonen (1965) used discriminant analysis to dis­
tinguish English, Swedish, and Finnish words. His sys­
tem, which used 43 discriminating features, such as
particular letters and syllable types, performed with 76%
accuracy. This relatively poor performance is probably
due to the data being isolated words rather than docu­
ments, though it may also be due to overfitting of the test
data by too many features (see section 4.1).

We would like to emphasize that our statistics on
word shape token distribution across the various lan-
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DetectedLanguage ""'-e.s
en ge du at fr it sp pt ru da no se ic ga we cr cs pi hu fi to sa vi ~~

en 36 1 1 2
ge 29 1 1
du 28 0
at 1 29 1
fr 23 1 1 2
it 35 1 1 2

sp 39 2 2

pt 1 25 1

ru 3 38 3

da 1 25 1

no 39 2 2

se 40 1 1

ic 23 1 1

ga 2 2 1 31 5

we 30 1 1

cr 33 0

cs 1 6 24 16 3 5 31

pi 28 0

hu 2 29 2

fi 6 2 24 8

to 1 1 28 2

sa 1 37 1

vi 13 0

0 1 1 0 2 5 2 4 4 0 0 0 3 2 0 6 6 18 3 9 1 1 0 69

Figure 8: Confusion matrix showing detection accuracy between languages. Numbers on the major
diagonal indicate the number of correct classifications for each language. Numbers off the diagonal
indicate classification errors.

guages are generated entirely from scanned images of
text. We feel this is important because the text whose
language we are trying to identify should not be system­
atically different in any way from the texts from which
the discriminate analysis was generated. For example,
typographic conventions such as a ligature between a
vowel and an acute accent (as in characters like a) cause
the character shape code recognizer to classify these
characters as A. However, if we were working from
encoded on-line corpora we would "know" that such a
character should be classified as i.

6 Conclusion
We have described our method for generating word
shape tokens from images and have shown how this
shape-level representation of the text can be used for
important tasks such as determining the language or lan­
guages of a document. We have shown that the method

can discriminate among 23 languages with high
accuracy.

Since our approach is statistical, the more text our
system sees in a document image, the more reliably it can
determine the document's language. So far, we have not
tried to determine the language of a document shorter
than 27 words, and most of the documents we work with
are a few hundred words long (2000-3000 characters).
We are investigating the lower bound on the length of
texts whose language we can reliably determine. In the
ideal case we would be able to detect the presence of a
very few words of a secondary language interpolated into
a document predominated by another language.

In other work, we are using the shape-level repre­
sentation as input to higher-level natural language pro­
cessing systems for rudimentary content analysis.
However, many sorts of information, particularly style
characteristics, can be derived from the shape-level rep-
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resentation directly. For instance, since the number of
character shape codes extracted form a document is com­
parable to the number of characters, characterizations
about word length in a shape-level representation apply
as well to the character-coded version of the document.
This word length characterization is not perfect: ligatures
introduce some uncertainty. Additionally, braces, brack­
ets, and parentheses which are typically set contiguous
with words, are currently mapped to A, this will affect
word length counts. We are refining the mapping to
account for these delimiting characters.

Acknowledgments
We thank David Hull for his expertise in developing sta­
tistical methods and help in explaining them, Arlene
Holloway for patiently scanning and processing most of
our document image database and helping to analyze the
results, Marti Hearst and Michael Berch for comments
on drafts of this paper, and Jussi Karlgren for a last­
minute reference.

Bibliography
Batchelder, Eleanor Olds, A Learning Experience:

Training an Artificial Neural Network to Discrimi­
nate Languages, Unpublished Technical Report,
1992.

Beesley, Kenneth R., Language Identifier: A Computer
Program for Automatic Natural-Language Identifi­
cation of On-line Text, Language at Crossroads:
Proceedings of the 29th Annual Conference of the
American Translators Association, 12-16 Oct 1988,
pp 47-54.

Cavner, William B. & Trenkle, John M., N-Gram Based
Text Categorization, Proceedings of the Third
Annual Symposium on Document Analysis and
Information Retrieval, 11-13 April 1994, pp 161­
169.

Henrich, Peter, Language Identification for the Auto­
matic Grapheme-to-Phoneme Conversion of For­
eign Words in a German Text-to-Speech System,
Proceedings of Eurospeech 1989, European Speech
Communication and Technology, Paris, Sept. 1989,
pp 220-223.

Ingle, Norman C. A Language Identification Table, The
Incorporated Linguist vol. 15 no. 4 pp 98-101,1976.

Katzner, Kenneth, The Languages ofthe World,London:
Routledge, 1986.

Kulikowski, Stan, Using Short Words: A Language Iden­
tification Algorithm, Unpublished Technical Report,
1991.

271

Mustonen, Seppo, Multiple Discriminant Analysis in
Linguistic Problems, Statistical Methods in Linguis­
tics, No.4, Skriptor Fack, Stockholm, 1965, pp 37­
44.

Nakayama, Takehiro & Spitz, A. Lawrence, European
Language Determination from Image, Proceedings
of the International Conference on Document Anal­
ysis and Recognition, 20-22 Oct 1993, pp 159-162.

Nakayama, Takehiro, Modeling Content Identification
from Document Images, this volume.

Newman, Patricia, Foreign Language Identification:
First Step in the Translation Process, Proceedings
of the 28th Annual Conference of the American
Translators Association, 8-11 October 1987, pp
509-516.

Sibun, Penelope & David S. Farrar, Content Character­
ization Using Word Shape Tokens, Proceedings of
the 15th International Conference on Computational
Linguistics, Kyoto, Japan, 1994, pp 686-690.

Spitz, A. Lawrence, Generalized Line, Word and Char­
acter Finding, Progress in Image Analysis and pro­
cessing ill, Impedovo, Ed., World Scientific, 1993,
pp 377-383.

Spitz, A. Lawrence, Script and Language Determination
from Document Images, Proceedings of the Third
Annual Symposium on Document Analysis and
Information Retrieval, 11-13 April 1994, pp 229­
235.

Ziegler, Douglas-Val, The Automatic Identification of
Languages Using Linguistic Recognition Signals.
Dissertation, State University of New York at Buf­
falo, 1991.



Proceedings of the 3rd Annual Symposium on Document Analysis
and Information Retrieval, Las Vegas, Nevada, April 1994, pp 229-235

Script and Language Determination from Document Images
A. Lawrence Spitz

Fuji Xerox Palo Alto Laboratory
3400 Hillview Avenue

Palo Alto, CA 94304 USA
spitz@pal.xerox.com

Abstract

We have developed techniques for distin­
guishing which language is represented in an
image oftext. This work is restricted to a small
but important subset ofthe world's languages,
using techniques that should be applicable
across much more comprehensive samples.
The method first classifies the script into two
broad classes: European and Asian. This clas­
sification is based on the spatial relationships
offiducial points related to the upward con­
cavities in character structures. Language
identification within the Asian script class,
(Japanese, Chinese, Korean) is performed by
analysis of the optical density distribution of
the text images. Within the European script
class, language identification is described in
separate papers.

1 Introduction
Worldwide there are many different lan­
guages in common use and many different
scripts in which these languages are typeset.
In a document processing system that in­
cludes automated document recognition ca­
pabilities, early detection of the language or
languages present in a document has implica­
tions both in the selection of the proper char­
acter recognition service and in the
resolution of errors produced by character
recognition.
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We have made some progress toward en­
abling document recognition systems to han­
dle a mixture of documents in different
languages, or individual documents incorpo­
rating more than one language. Our system is
currently limited to the processing of seven
languages: English, French, German, Rus­
sian, Japanese, Chinese and Korean.

We have developed alternate methods of
performing the Asian vs. European script de­
termination. In one method this determina­
tion can be performed without any
knowledge of the layout of the page, text
flow direction or any restriction on the mix­
ture of character sizes in the image.

In the second method, after connected
components analysis, it is necessary to un­
derstand the text line layout and text line ori­
entation and the character sizes are assumed
to be homogeneous within a single text
line.[l] Knowledge of these parameters is
also required for European language classifi­
cation.

Once the script classification is complete,
Asian language classification can proceed in­
dependent of the determination of text line
characteristics.

European language classification relies
on text line characteristics and the relation­
ships of the connected components to the
character cells. This classification is fully de­
scribed in Nakayama & Spitz.[2]



2 Image processing

The flow of information in the process of
script and language classification is shown in
Figure 1.

2.3 Pass code generation and
labeling

As described in Spitz [6], it is possible to lo­
cate the position of CCITT pass codes in the
image and to label each pass to indicate the
color (white or black) of pixels being pro­
cessed when the pass code is encountered.
Using the CCITT black pass positions takes
advantage of a pre-calculated transform of
the image. Figure 2 shows the word "Labora­
tory" and the positions of the black passes.

2.2 Upward concavity

It is trivial to examine sets of runs within the
connected component to determine the pres­
ence and location of upward concavity.
Where two runs of black pixels appear on a
single scan line of the raster image, if there is
a run on the line below which spans the dis­
tance between these two runs, an upward
concavity is formed on the line.

The reference coordinate system used for
defining the spatial distribution of concavi­
ties is the character cell baseline.

The alternate method of processing the
image to find the upward concavities takes
advantage of the implicit encoding of con­
cavity position inherent in the CCITT Group
IV compression algorithm commonly used
for image data storage as well as for facsimi­
le transmission.

The reference coordinate system used for
defining the spatial distribution of CCITT
pass codes is the connected component cen­
troid position.

document image is calculated. The represen­
tation of each connected component includes
the coordinates and dimensions of the bound­
ing box, and a list of the individual runs of
black pixels that make up the component as
well as the 'center of mass' or centroid of
each connected component.

, ,
: ~EuroPean -: .
: Language : '
: _C?1~l!~if!e! _: '

European

Asian
Language
Classifier

Asian

Figure 1: This schematic diagram shows
the alternate information flow for gross

script classification followed by language
classification. The elements shown in
dashed lines are not described in this

paper.

2.1 Connected component
generation

The set of 8-connected components in the

All non-text information is removed from the
document image and the image is skew cor­
rected, if necessary.

All analysis is based on abstractions of
the image rather than on the binary bitmap it­
self. Two abstractions are used: lists of con­
nected components[3] and the CCITT Group
IV compressed representation [4][5]. Both of
these representations are loss-less; that is, the
original bitmap can be reproduced without
error from each.
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(b)

f'J Y7 ~ ~ ~fI.J

Figure 2: This document image segment
shows the positions of connected compo­

nent centroids, marked by the cross-hairs,
and black pass codes, marked by small x's

3 Gross script classification

In earlier work, Spitz [7] described a method
of classifying individual text lines as being
either English or Japanese in documents re­
stricted to contain only those two languages;
hence the technique was really a script classi­
fier rather than a language classifier.

The technique described in [7] relies on
the distribution of an index of optical density
and relies on the fact that Japanese comprises
Kanji which tend to be complex, and there­
fore optically dense, and Kana which tend to
be simple and therefore optically light, while
the Roman script that is used to set English
has a more consistent optical density, charac­
ter by character.

In this paper we approach the problem
somewhat differently; we divide the scripts
into two gross classes: European, comprising
Roman and Cyrillic scripts, and Asian, com­
prising Kanji, Kana and Hangul. This gross
classification is accomplished on the basis of
the vertical distribution of upward concavi­
ties. The position of these concavities may in
tum be derived from examination of the indi­
vidual runs that comprise the connected com­
ponent or from the position of the black pass
codes referenced to connected component
centroids.

For each connected component the posi­
tions of all associated black passes are calcu­
lated. Note that fully or partially overlapping
connected component bounding boxes will
result in some passes being associated with
more than one connected component.

Next we relate the positions of upward
concavities to the position of a stable fiducial
point. In the instance where we do not have
page layout information or where we have a
mixture of a small number of isolated charac­
ters, perhaps of varying size, we use the cen­
troid of the associated connected component.
Where text line information is available and
where we do not already have the CCnT
representation pre-calculated, we use the

• ..::.01

-, "

~

(a)

Figure 3: Locations of upward concavities
in a single, relatively complex Kanji
character (a), and of centroids and

upward concavities in portion of an Asian
document are shown.(b)

For Asian script the occurrence of up­
ward concavities is significantly different
from that for European script. Because of the
more complex characters, incorporating
more instances of enclosed white space, there
are many more concavity occurrences per
character. Figure 3 shows an example.

For example, the "a"s show two black passes
each at roughly equal distances below the
centroid, while the "b" shows one black pass
at a greater distance below the centroid and
one a short distance above the centroid. Note
that the positions of the black passes are di­
rectly related to the bottoms of upward con­
cave black structures.
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4.1 Asian

Figure 5: Distributions of black pass code
vertical distance with respect to connected
component centroid position from multi­
ple documents in each of seven languages

are shown.

AsianEuropean

Examples of Japanese, Chinese and Korean
text are shown in Figure 6. Note that the Jap­
anese characters are a mixture of relatively
light characters (typically Kana) and relative­
ly dense characters (typically Kanji) The
Chinese text is composed of predominantly
relatively dense Kanji characters. The Kore­
an text is made up of both locally dense and
locally light characters.

4.1.1 Optical density function

A function is derived that reflects the per­
ceived optical density of the character cells
as a function of reading order, that is, across
each character cell within each text line un­
der consideration. Since this technique is

4 Language classification
We deal with the problems of classifying
Asian and European languages in completely
separate ways.

Figure 4: Spatial distributions of black
passes with respect to connected compo­

nent centroid vertical position for Europe­
an and Asian documents are
characteristically different

A display of the distributions by language
is shown in Figure 5. The left column shows
the European languages (Roman and Cyrillic
scripts) and the right column shows the Asian
languages (Kanji, Kana and Hangul scripts).

The distribution of upward concavities
relative to character cell baselines shows an
identical shape but with a possible offset.

Discriminating between the two classes
of distribution is relatively easy: we use a
simple measure of variance, with the Europe­
an distribution showing the greater variance,
reflecting the clustering of vertical position
of upward concavities. This variance mea­
sure is insensitive to offset between the dis­
tributions.

Asian:
ct JaP~/ese

Q.

-~

baseline position for the relevant text line as
our fiducial level. It is sufficient to look at the
vertical distribution of upward concavity po­
sition with regard to the fiducial level only.

Figure 4 shows vertical profiles of up­
ward concavity population for typical Euro­
pean and Asian documents. The units above
and below the centroid are normalized to ver­
tical extent of the aligned connected compo­
nents in the instance of pass-based
classification and to character cell height in
the instance of text line-based classification.
The distributions are normalized to the mean.
In this figure a single document sample is
shown for each script.

Below centroid
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counting inter-character spaces) along the as­
semblage of text lines in units of pixels.

4.1.2 Optical density distribution

Figure 6: Text fragments from Japanese,
Chinese and Korean documents are

shown.

only applied to Asian characters, where by
typographic convention the inter-character
spacing is large enough that unintentional
ligatures are unlikely, there is no need for a
character splitting process to be applied.

Within each character cell, the number of
"on" pixels is counted by summing the
lengths of the runs that comprise all of the
connected components within the cell. This
sum represents the mass of the character and
its value is represented across the entire hori­
zontal span of the character cell. The inter­
component and inter-character spaces and the
inter-word spaces found in Hangul are
skipped. The resulting function reflects the
reading order distribution of optical density.

Again looking at the Japanese text sam­
ple, digitized at 300 pixels per inch, we de­
rive the optical density function for a
fragment of that image as shown in Figure 7.

We collected statistics about the frequency of
occurrence of the various levels of optical
density found in the optical density function.
Histograms of the density functions when ap­
plied to Japanese, Chinese and Korean docu­
ments show characteristically different
distributions. Note that the optical density
function for Korean documents shows a dis­
tinct bi-modal nature, with the low density
mode smaller than the high density mode.
The distributions for the Japanese documents
might also be characterized as bi-modal, but
in this instance the relative heights of the
modes is reversed: the low density mode is
greater than the high density. In the Chinese
document there is only one significant mode.

4.1.3 Classification

We identified three prototypical node posi­
tions by examination, roughly corresponding
to the lower peak in the Korean and Japanese,
the null in the Korean, and the peak in the
Chinese and Japanese. We integrate the areas
under the curves in these three areas.

Figure 8: Specific areas of the
histograms of the distribution of optical

density are characteristic of different
Asian languages.

600.0 rH-±+-+~H-1~+-~--~---,

III
Q) 400.0
><
ii:

200.0

o.o'--__~ ~ __'
Distance

Figure 7: The optical density function for
part of a line of Japanese text is shown

The vertical axis represents the number of
"on" pixels in the character cell, while the
horizontal axis reflects the distance (not
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We apply linear discriminant analysis
(LDA) to the multivariate area data to resolve
into multiple language classes. Since we are
attempting to select one of three classes, two
LDA (V1,v2) variables are needed. See Fig­
ure 9.

• •
•• • •

• Chinese
• Korean
• Japanese

5 Granularity
At the present time we are able to classify the
script of a document as being either Asian or
European on the basis of as little as two lines
of text and we are able to classify the lan­
guage of a document image containing Asian
script with perfect accuracy on text samples
as small as six lines. Table 1 shows the in­
crease in error rate as the number of lines de­
creases.

Figure 9: Clusters are visible in the scatter
plot of locations of the test documents in

LDAspace

•

• ••• •• • • ...

•

•
•• •• •••

• •

Lines Samples Error rate (%)

10 72 0.0

8 95 0.0

6 140 0.0

4 217 0.5

2 447 0.2

1 910 15.8

Classification is performed by measuring
the distance in LDA space from the centroids
of the clusters formed by the points derived
from documents of the various languages.

4.2 European language
classification

Nakayama & Spitz [2] have developed a
technique to accurately detect the language
of the text based on gross spatial character­
izations about the rendering of the character
coded data. This technique is based on the
frequency of occurrence of particular charac­
ter shape tokens that are aggregations of indi­
vidual character shape codes into word-sized
quanta. Sibun and Spitz [8] have extended
this work to include more languages and to
provide a mechanism for the automated se­
lection of the optimal discriminating set of
tokens.
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Table 1: The error rate of language
classification relates to the number of

lines of text processed.

We expect to extend this work by devel­
oping tools for script classification of single
line, and ultimately single word, text images,
but since both Japanese and Chinese are set
without word spaces, it is likely that text line
granularity will be the limiting case.

Within Asian script, separation of Hangul
from Chinese and Japanese using the tech­
nique described in this paper becomes prob­
lematic at small granularity, as the optical
density distributions incorporate data from
smaller and smaller samples.

Discriminating between Chinese and Jap­
anese will rely upon supplemental recogni­
tion of Hiragana and Katakana as separate
scripts, with the presence of these Kana used
as an indicator that the text is Japanese.
Moreover, since Japanese and Chinese both



incorporate Kanji script, it will be very diffi­
cult to discriminate Chinese from Japanese' if
the fragment contains only Kanji.

6 Conclusion
We have assembled a system that can process
documents in seven languages. Using the
techniques described here, we are able to ac­
curately determine the script class, and if the
script is Asian, to classify the language of the
document. Work reported elsewhere in­
cludes the basic image processing functions
needed to support these determinations and
also the process of classifying European lan­
guages.

We hope to extend these techniques to
handle more scripts and more languages.
Specifically we expect to add Hebrew and
Greek scripts as well as Devanagari and Ara­
bic.
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Fly-Away Portable Intelligent Understanding System
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Abstract
The acquisition of documents that contain important information but which are written in
languages other than English has created requirements for Intelligent Document Understanding
(IDU) systems that can translate documents into English without the aid of linguists. A portable
IDU system may prove to be critical for field operations where documents cannot be physically
removed from the facility or the operations require an immediate translation of the documents.
The Federal Intelligent Document Understanding Laboratory (FIDUL) contracted Kathpal
Technologies Incorporated to design and integrate a portable IDU system that can handle
Russian, Spanish, and Chinese documents. The system now provides FIDUL with a valuable
meansto demonstrate the state-of-the-art to intelligence analysts.

The Portable IDU system is an integrated hardware and software solution that takes advantage of
available state-of-the-art hardware and software. The Russian IDU system was designed and
built using only Commercial Off The Shelf (COTS) hardware and software. The hardware fits
into an airline carry on case that weights less than 50 pounds. The system operates on an Intel
base computer, scans up to 8.5" x 11" single-sided documents with separable pages and can
handle different power configurations, plug types and communication adapters.

The Portable IDU system was designed to be flexible in meeting a variety of user translation
requirements. The system was also designed to provide the best translation based on available
COTS software and to reduce the number of steps to translate a document. The system is
composed of three different groupings of software. The first group of software handles the
capture and conversion of the document image (i.e., Optical Character Recognition and Machine
Translators). The second and third group of software handles the document management and
telecommunications operations, respectively.

The Russian IDU system was completed at the end of 1996 and work began on the Spanish
System subsequently. The Spanish system is scheduled to be completed at the end of February
of 1997 and the Chinese system is scheduled to be completed in May of 1997. Some lessons
learned from the building and development of the Russian system were:

•
•
•

A variety of software is available but, it varies in terms of its performance;
Software often lags behind hardware developments; and
Technical support is marginal at best.
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MEDICAL DATABASE INPUT USING INTEGRATED OCR AND DOCUMENT
ANALYSIS AND LABELLlNG TECHNOLOGY

G.R THOMA, D.X.LE
National LibraryofMedicine

Bethesda, Maryland20894, USA

The Communications Engineering Branch of the National Library of Medicine is
developing an automated system, code named MARS for Medical ArticleRecord System, to
handle the input of 500 bibliographic records a day. The system is being designed to replace
(with minimalhuman intervention) a completely manual and labor-intensive keyboarded entry
of records (a procedure followed for manyyears) with a system that processes images taken
from a journal, segments and labels the image contents, extracts and reformats the citation
information from the article, transmits the appropriate portions into the indexing system, and
collates all the citation and indexing information into the appropriate citation database
(MEDLINE, its successors, as well as specializeddatabases).

MARS consists of multiple workstations of two types: scanner, and proofing and
editing. The scanner workstation operator scans the article into the system and the proofing
and editing workstation operator reviews the entire citation after both the page segmentation
and labelling process and the OCR process are completed. In addition, the system requires
four servers: a network file server, a page segmentation and labelling server, a voting OCR
server, and a spell check and special character recognition server. All workstations and servers
are networked via a LAN.

Briefly, the MARS system works as follows. The scanning operator scans the first
pages of articles and the bitmapped TIFF files are sent to the network server. The page
segmentation and labelling server zones the bitmapped text lines and labels the text lines as
belonging to "author", "affiliation", "article title", "abstract", etc. The voting OCR server
performs text conversion, and produces a text file of the labelled zones. The spell check and
special.character recognition server performs spell check on the text and identifies any special
characters such as Greek letters, symbols, and characters with diacritical marks. At this point,
the OCR output text and the corresponding bitmapped TIFF file are available for validation
and proofing. Following this step, the text file are FTP'ed to the NLM mainframe computer,
and those completed records may be accessed later by indexers who add the appropriate
descriptive information such as Medical Subject Headings.

The page segmentation and labelling technology is based on an adaptive smearing
bottom-up approach for block segmentation, a classification of blocks as text blocks or non­
text blocks using neural network models, and a set of rules for block labelling that is derived
from an analysis ofthe page layout for each journal (journal profile).

Three types of errors were considered for OCR software package selection. They
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include the detected (highlighted) errors, the highlighted correct words (false alarms) and the
undetected errors. The selection of the OCR package for the MARS system was based on
minimizing the undetected error rate since this is the factor that gives a high level of
confidence that the proofers need not compare the converted text against the original printed
material, a highly labor-intensive step.
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Performance Evaluation
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Title: Results of a Technology Transfer Assessment of a Russian Language System

Authors: Mike Lutjen
Federal Intelligent Document Understanding Laboratory
Vienna, VA 22182
(703) 827-2220

TamraHall
Federal Intelligent Document Understanding Laboratory
Vienna, VA 22182
(703) 827-2220

Related Application Area: Document Processing, Organization, and Management

Sponsor: Federal Intelligent Document Understanding Laboratory

Description:

This abstract contains the results of studying a manual business process and making a
transferability assessment of technology available to automate that process. The manual process
under investigation is the daily review by Russian linguists of hard copy Russian documents and
the selection of articles from those documents that, by nature of their content, should be
translated into English. The technology assessed is a prototype Russian Language System that
consists of a scanner, scanning and optical character recognition software (Cuneiform 2.95), and
a software package that allows storage, browsing and information retrieval (Euphrates 1.0).

Given the conditions where post-editing of recognized document pages is not required, the
transfer of this technology is recommended.

Under the conditions where post-editing of all recognized document pages is required, the
transfer of this technology is not recommended.

The conclusions are drawn based on modeling a hypothetical task that involves reviewing 300
Russian documents to identify 50 relevant articles. Using return on investment measures based
on data captured during testing, a favorable technology transfer assessment of the prototype
Russian Language System is made, with caveats added for consideration by those organizations
contemplating the insertion of the technology.

The decision to insert the technology into an organization depends on several key factors of its
operational environment: the physical characteristics of the hard copy (quality, size, orientation)
to be processed, the need for performing ad hoc retrospective information searches, and
personnel costs.

Status: Ongoing research involving current technologies.

Operational Use: Measures will provide managers with the type of information they need to
assess whether a technology purported to improve intelligence analysis will actually result in a
reasonable return on the investment required to insert that technology.
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Metadata Text Retrieval Conference (METTREC):
Evaluating Document Conversion Technology for Retrieval

Michael D. Garris
National Institute of Standards and Technology

Gaithersburg, MD 20899
mgarris@nist.gov

Abstract

The Information Technology Laboratory at the National Institute of Standards and
Technology (NIST) conducted the Census Optical Character Recognition (OCR) System
Conferences to evaluate off-line handwriting recognition from forms, and it continues
to run the Text Retrieval Conferences (TREC) now in its seventh year to evaluate
information retrieval (IR) systems. Keeping with the tradition of these conferences,
NIST under joint sponsorship with Department of Defense, is setting up a new series of
evaluations called METTREC (Metadata Text Retrieval Conference) with a focus on
evaluating document conversion and information retrieval (IR) technologies within the
context of integrated tasks. Fundamentally, evaluations will be designed to investigate
the impact machine recognition errors have on information retrieval. As a research focus,
METTREC will investigate the interfacing of OCR/IR technologies. Specifically, how
can metadata (additional non-text information) be utilized to enhance the performance
and utility of these systems? A technical planning committee has been formed to develop
a working definition of metadata, propose relevant OCR/IR tasks, and define methods
of performance assessment. Data collection and processing has begun in preparation
for an evaluation scheduled for next year. An open call for participation will be made
as the project progresses.
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NIST
Technology Evaluation Conferences

Purpose - promote competitiveness and commercialization of
emerging technologies through technology evaluation.

Off-Line Handwriting Recognition:

• First Census OCR Systems Conference (1992)

Isolated handprinted character recognition

• Second Census OCR Systems Conference (1994)

Handprinted responses on forms

Information Retrieval:

• Text Retrieval Conferences (TREC)

Text retrieval systems

In its 7th year
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METTREC
Metadata Text Retrieval Conference

Purpose - evaluate document conversion and information
retrieval technologies within integrated applications.

• No application ... no test

Investigate:

• How should large digital collections of documents be
constructed?

• What impact does machine recognition errors have on
information retrieval?

• Are certain retrieval methods more tolerant of these errors
than others?

• What impact does image quality have on these applications?

• What should the interface between the OCR and IR
subsystems look like?

• What types of information should be passed?

What types of metadata do users require?

What types of metadata can be detected by OCR?

What types of metadata can IR systems retrieve?
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Metadata

• Non-text elements (physical or logical) of a document

Fonts, page layout, equations, figures, tables, document
type, language, title, author, dates, ...

• Metadata may be used to construct queries and/or it may be
part of the information retrieved.

• Working definition of metadata will be developed by the
planning committee.
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Planning Committee

DFKI

• Andreas Dengel

DOD

• Steve Dennis, Glenn VanDoren

ETH Zurich

• Peter Schauble

FIDUL

• Mike Lutjen

Lockheed Martin

• Suzanne Liebowitz Taylor

NIST

• Charles Wilson, Donna Harman

Ricoh

• Jonathan Hull

RPI

• George Nagy

Sabir Research

• Chris Buckley

UMD

• David Doermann

UNLV

• Kazem Taghva

Xerox

• Francine Chen
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Testing Measures

OCR

• character and word error rates

Metadata

• detection and recognition error rates

IR

• retrieval rates on known items

New Measures

• relative, on-the-fly, statistical measures???
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Testing Data
(Ground truth is a costly challenge)

Images

• Plethora of paper legacy documents that can be imaged

• Service bureau will scan ¢10 / page

Text (transcription and alignment)

• Electronic source files

UW tools for Tex source documents

NIST tool for GPO typesetting files (Federal Register)

• Keyed by service bureau (doubly)

NIST tool to align text to word bounding boxes in the image

• Fusion of results from OCR API(s) with human verification

Metadata

• May be parsed or inferred from electronic source files

Logical structures inferred from physical markup

• Marked by a manual human process

• Machine-assisted via customized detectors on page images

No application ... No test ... No labeling
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Federal Register

• 1994 calendar year

• Published each business day of the year

• Typically one bound book per day

• Recycled paper, smudgy newsprint

• Books from 249 of the 250 days published

• The entire collection has been scanned at 400dpi

• Over 68000 imaged pages

• GPO typesetting files for each day published

• Parse physical markup and extract the printed text

• Infer logical elements from physical markup

• Align text to word bounding boxes in the page images

• Hierarchical/sectional organization to each publication

• Table of contents, indices, and cross references

• Multiple font styles and sizes

• Planning committee will develop testing scenarios and
define relevant metadata
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Federal Register Database

• 400dpi scanned page images

• SGML files containing text and relevant metadata

• Ideal synthesized images generated from a latex
representation of the SGML files

• Published on CD-ROM

294



Contents

~ ..: '. -.
;, -.-

Ft:deral Register

Vol. 59. No.1

~onday. January 3. 1994

m·

-. -. ',~ -. .

R!deraJ Avi8tron Admrnis1ratI()';'
RULES ....

Airworthine~directives:
Allied-Signal Aerospace ce, 4---6
General Electric Co.• 3-4

PROPOSED RULES
Airworthiness directives:

Textron Lycoming. 35-37 . ". ., '. . ., '.
Rulemaking petitions; summary and disposition.::n-35

Employment Standards Administratfoll
NOTICES ..........:. . . . ' .
MirUDUlmwages" for Federal aJidfederaJly-assisted . .

construction; general wage de~mation dec:isiOoss ' .
97~8 -:' .' .

Empl~yinent and TrainingAdmlnistratioA
NOTICES ..

Adjustment assistance: .'.. '.
.FD Services, Inc.• 98 .
Shade/Allied, Inc, et al.• 98-99·-

• ~': .. _ •• : .~:.:,.;~ •• 0 ••

,Farmers Home'Administration' . ,
NOTICES. . . '. ":""' __ . " .c' • "; ' .... ,., ,0" '. 2,' ~

Grants;md cooperative agreeme.nts;8v811ab~.J.c~:~~,...(",; ..
~ousing preservation·p~.S8cS9.; ..,.",' ; .,,-.,:,'.':.

Energy Department '.' ~.' ..
·See Federal Energy RegulatoJ)' Commission

Customs Service
RULES

North American Free Trade Agreement (NAITA):
Country of origin of a good. rules for determining. t1~

140 . . .
PROPOSED RUlES
Imported merchandise; :roles of origin. 141-144

. .

. :. '0 .:-. '.,:_~

Agriculture Department .
See Agricultural-Marketing Service
See Farmers Home Administration
.see Food and Nt,ltritioD Service '
See Forest Servic:e

Environmental Protection AgenCy
RULES

SuPerfund: . '
CERCLA administrative hearing procedures for clabDs

.asserted against Superfund. 25-26 ..
PROPOSeD RULES . ',.'

Toxic,substances:
· . Significant new vse5- ..»

.. ACrylate estess. 38-39'
NOTICES
EJ:1vironmental statements; availability. etc., .'~'~ _. . __.
.. Metr()politan Boston. MA; long term~ . '.-

.: ..-' management, 84-85 .' .. - '.' .,' ," .~.

Indirect.ex~sure assessment;gu~arJ.af'c:IoCumeDt.:'·:>':
· .avatlabili'J,·85-a6.. '.: .".'..,:: .:".;: .'. '.~> '.>...
·Municipal solid wastlIlaDdfill~t~~

... : detenninaticRis:··· .... :... ,...._.. ',' ..~....:.., >:';'.;--:':::;; ,ro'<:... ·:··..:..,

I11inois.86-87·,;·;: . . .:·~·:L:,~>::~/~~\::;(~.
Water pollution amt!ol: . .' .' . :.... . ~ .... . ,'0;,: ~~""

National 'polhrtant·disc:haEgeeJ.~~S!at8;

::··M:r,ror::t;~:;;)~;-:··:.;·:·~;:·:".,:(.. ~::.:~~::-'~,~·::~.·C'.: .
.~ 0.; ..Water.pollution control;.sale·~sQUR:e·.liJr.~

·co":v~=se Frc;m' People.Who Are'EUind or ; .Washington, 224-226:' -.' . ..•.:: :::.~:,,'~' ,:::\~',~:: .;-i;

NOTICES' . . . Equal Employment Opportunity Commi__ . '}:'" .
Procurement list; additions and deletions, 73-15 RULES,·'" •.

Federal claim~ collection; Fed~ral t~ refund.offset23-25

exeCutive Office of 'the President .':;: /~.;;y' ~~:
· See Presidential Documents . .~. ... ,. ';,
See Trade. Representative. Office of U~itedSIaIes.:~~ .

Ariny Department
NOTICES
Meetings .

Science Board.76'·
Military trafficmaDagement:. '. .'
. ~fense.1ransportation trackiDg syStem, 75-76

Arts and Humanities. RaIIoAaI' FGundatiaft '.. .. ..
·see NationalF~on the Arts aDd the Humanities

'. ~ferise .Department "
· See Anny Department
NOTICES .
Meetings:
", Science Board task forces, 75

Drug Enforcement Administratlon
NOTICES .

Schedules of controlled substances; production quotas:
Schedules I and ll­

1994 aggregate, 96

·BI~ or.SeverefyDlsabled. Committee for Purchase From
.. People Who Are '-. . .,'

· See Committee fQr1'urcllase From Peop;te .Who Are Blind or .
'. SeverelyDisabled .~ .•... .

: Chilchn 8r1d FamlUes'AdnlIrlistJatioR .
NOTlc;ef ..' '..,
Agency information coUection activities under OMS

.'. review, 90-95
-.-:.-.'. ::.,.'

COmin~Department·
· See Foreign-Trade ZoD~.BOard· ,

See International Trade Administration' .
See National Oceariic and. Atmospheric;.AdministratioD

· See National Technical Information SeNi<:8'· .
. '~Tecbnology~dIninistration ," ,. ...~ ..

. , AgriCu1tur8I.~ servic8.
NOTICES·

· Neetings:. .... .
National Organic'SbmdanIs Board. 58

295



'.3

·Rules and Regulations Federal Register

Vol. 59, No. 1

Monday, January 3, 1994

1. The authority citati()nfor part 39
continues to read as followS: . '.'

Authority: ~9 U.$;C.App. 1354{a),'1421 .
and 1423; 49 U.S.C.106(g);<lI1d14CFR ..
11.89.

Federal Aviation Administration

This section of the FEDERAL REGISTER
(:OlltaIns reguIaIory documenIs having geneIaI
appllcabfllty and legal effect, most of which
are keyed to anQ codified Inthe Codeof .
Federal RegulatIons, which Is published under
5OtI1les~to44U.S.C.1510.

The Code of Federal Regutations Is sold by
the Supertntendent of Documents. Prices of
new bookS 818 IIsIedIn the first FEDERAL .
REGISTER Issueof each week.

14 CFR Part 39

, (DocIcelNO.82-A~; Amendment 35­
.' 8781;AD~17)

FORFURTHER INFORMATION CONrACT: advised the FAA that a pro-rata credit
Barbara G. CAufield,Aerospace . allowance will begranted forlabor and
Engineer, Engine Certification Branch,. parts required to accompJishthese
ANE-141, Engine Certification Office, removals and replacements at aGE.:
FAA, New England Region, Engine and .authorized service or'overhaulfa!.:i1ity:· .
Propeller Directorate, Aircraft Basedon this information, the FAA-has
Certification Service, 12 New England determined that the total cost impact of
Executive Park, Burlington. the AD on U.s. operato~ would be .
Massachusetts 01803-5299; telephone·' approximately $5,940 ($540 perengme)..
(617) 238-7146; fax (617) 238-7199. . TheleguIations adopted heteinwill .
SUPPLEMENTARY INFOAMAnoN: A not have substantial direct effects On the

DEPARTMENT OF TRANSPORTATION proposal to amelid part 39 of the Federal States, on the relationship between the
Aviation Regulations to include an ." national government and the States, Or
airworthiness directive (AD~ that isIonthe distribution of power and
applicable to General Electric CT7series responsibilities amongthe various
turboprop and turboshaft engines. was lavelsofgovernment. Therefore, in' '.
published in the Federal Registeron.. " accordance with Executive Order 12612;
November 13,1992 (57PR 53862). That it is determined that this final rule does
action proposedto require the removal . sum 1_.3.eralism-

f . -nothave cient ltN • , .: .

·AliWOrthlnesa Directives; General from service 0 certain gas generator Implications towammt the pNpar8tion
ElectrIc CT7Ser1es Turboprop and .turbine (GGT) rotorlissembly parts that of a Federalism Assessment, . ",

· urboshaft 1:....1 were plasma-sprayed dUring .
T ,.-.~"'s . manufacture, andrepl8C8I!1ent with. FOlthe reasons discuSsed~~ I· '.

. . AGENCY: Federal Aviation serviceable parts. The actions would be certify that.this action (1) is nOta..... .
Administration,OOT. required to be accomplished in "signifiCant regulatory action~widf:lr' .
ACT1ON: Final rule. accordance with GECT7Turboprop Executive Order 12866;12) is not 8 ~

Service·Bulletin·(SB)A12-252, dated. "significant rule~und8l'DOl"·: ..." . .
- .' . SUIIMARY:.Thisamendmentadopts a August 31~ 1990; and~CI7' RegU:latory Policies and~(44 .
. . ' ..~8W~~ directive (AD), TurboshaftSBA~17 and SB A12-18,-' FR 11034. February 26, "9~);8D~(3) •. '

. : . .. ·8.p~1k:abJgtoGeneral Electric (GE)~ both dated sejrtember10; 1990; : ..'. c' win not have a'si'gD1fiCaDf~oIDi~'~
. senes tmbopropand turboshaft engm~ ... ' Interested pei'SoDs hawbeeri:a£forded fmpact,·positive or J!8g8tive.on-a .'.

. , ' . This propoSal:woUld require the ~ opportunityto participate in 1he <substan~ialnUmber of smalI.~es.:...· .
", :-. r,moval~m..mceofceitaingas makingoftbisamer;tdJ!len~',Du~', undertheai.teritl¢ttie·~~.,-'~.::: .

. gener&tortm'biDe (GGT) rotor assembly ~sider8tionbas~gi~en ~o the', ~', FI~bili~Act: A ~at~uati~~.. r-: .

. : .." ;>::-~ t¥f 1Were plasma-$prayed during comments received; ;-,..~.: .'. ' : . been prepared for this.action~ i~~..
. ' . ,mm!~;Thisamen~entis. . . One commentersuppOrts theme as' .cont$..edin the RUles DoCbt.;;A.copy·;
~tedby material testing.that:. proposed. .... .... .' ., .....~... ofit may'be obta1nedfroui.theRules, .'

.,'..' ·in.dic:atesthattheplasma~pray .process.: .. One COIDDleDtef-OOserves'that the 'c.:' .. ·:Do<;ketat th.81oc:atiOnproVided',~f,Iet
r ~~!h~.low·cycle~guea.a:> .'.:..- eccmomican8lysis intbe proposed ,tID::' the caption-ADDRESSes. . '~<:: ,;::.;': .: '

ca~ty'of-tb:~matenal. The actions is based on' 23 engines being a.tTected by .:...... . .'
spec:ifiedby this AD are intended to . the AD, when, iii fact. there are only 11 List,ofSubjects m 14.~~~. ..'

. pnmmt fatigue craclcs !hat can result iii ~gInescontaiDing a ~binatiOn 0{23 . Air transpOrtation .Aircraft..A~ation
llI1contained engine failure. parts. The FAA concurs. The wording of fety In ti ' by reference ."
DAlES:,EffectiVe ~ebruary 2, 1994. the economic analysisfor the final rule ;SafetY. corpora on.. ,

The mcorporation by reference of has been changed accordingly.. . _.' .
certain publicatioos.listed in the. ·After careful review of the available.. Adoption ofthe Amendment
regulations is approved by the Director data, including the commentS noted - . ..'; .
of~ Federal Register. as of17ebroary 2, above, the FAA hasdetermined that air A~rdingly,pursuant to the
1994. . safety and the public interest: require the auth~n~delegated to me by ~. .
ADDREsses: The service information adoption of the rule as proposed. ".. :' Adm~~strat?r,the Federal "-Vl.ation .
relerenced in this ADmaybe obtained . The FM~ates that 11 engines .. Adn1inistrationm;n~ds14~.~39;

'. from General·Electii.c Airi:raft Engines; . (contilining 23 ~ected parts) installed. .~fife Fed~ AVIation~ti~as .
1000 Western Avemie, Lynn, . on aircraft qfU.S. registry will be'. ~,ows: . '., _ .
Massachusetts 01910.·This information affected by this AD, that it will take .
may be examined at the FAA,New . approximately 7 wad hours per engine PAFiT~ORTHINESS'
England Region. Office of the Assistant to accomplish the required actions, and DIRECTIVES'..:, ....
Chief Counsel. Attn: Rules Docket No. . that the average labor rate Is $55 per
9:Z-:ANE-08,-12 New England Executive work hour.Requiied parts will cost .
Park, BmlingtOn, Massachusetts 01803- approximately $8,255 per engine. Based
5299; or at the Office ofthe Federal on these figures, the total cost impact of
Register, 800 North Capitol Street, N\-V., the AD on U.S. operators is estimated to
suite 700, Washington, DC 20001. be $95,040. The manufacturer has
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APPUCABLE BEGiNNING 'JANUARY 1,1999

.' '.
Monltoringresult categories

'. Biological marf(er
A B C

CadmIumIn urine (CdU) (J,LgIg creatinine) ................................................................................. S3 >3 and sr >7
~ QlrM) (Jlglg creatinine) ••••.•••••••••••!.• .:.......................................;............................... S300 >300 and s:T5O >750·
CadmIum In blood (CdB) (J.&gIIlter whOle blood) .......................................!"•••••••••••••••••••••••••••••••••• S5 ·>5 and 510 >10

• If.an employee's Pr:-M levels are abOve 750 l1g1g creatinine, Inorder for mandatory meerlC8l removal to be required (See AppendixA Table
B.), either the employ8e's CdUlevel must also be >311g1g creatinine or CdB.levei must also be >5l1g11iter wholebJOod.· ..'

Appendix A Tabie a.:...Actions
Determined by Biological Monitoring .

This table Presents the actions .
required basedon the monitoring result

'.. .,:. •• )' v . • .,.. .' .

- '.
in Appendix A Table A. Each item is a
separaterequireuient in citing non-

. compliance, For example, 8 medical
examination within 90 days for an

Required actions

employee in category B is separate from'
the requirement to administer a periodic
medical examination for categoryB
employees on an annual basis.

. Monitoring result category

A1 B1 c~

(1) BIoIogIc8I monitoring: . ,., .
(8) Annual :.~ , ...:, : ; ,••.•, :........................... X
(b) S8mIaMuaI ; 0;.; : , : :.~......................................... X
(c) Quartelty :...: ;: .: : : : :.................................... X

(2) Medk:aI examination: ' . . :' .- , . . " .
(8) BlennIa1 ; :.: :.; ;;•.; : e ; , ;.::.., •• ; : ; .,..... X

..~~~~~~~~~ ~ . ~
'.:' rc~ ~~en;;~'::::::.:::::'::~:::::~:::~:::::::::~::::::::::::: :~:::::::::::::::=:::::::::::::::::::.::::: ::::::f. :::::::::::::::::~:: ::::::::: :: :: :::::: ;;:~ ~ ,..:.' ~.::
".~~=:::=..:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::;:::::::::::::::::::::::::::::::::::::::::::::::::::::::: ~ . ~

(f) HygIenefadIiIies m •••; ..;; ; .. :............. X X

.'~l~cc:::y$'.~::~:::::::::.:::~~~::::::::::::::::::=:::::::;:::=:~~~::::~::.:::::::::~:::::~:~:::::::::::::::::::::::::::::::::::. ~+'_;' ~
(4) ~re~~~.::::::::::::::::::::::::::::::::::::::::::::::::::::::=:::=:::::=::::=::::::~:::::::::::::::::::::::::::::' X ., '" ~ '.' .,
(5).Mandatory medical removal ~ : : :.•:...:: :••::: ; ' ..:.:... . X 2 .

1 Forall 8mPIoYe8S'Cover8ct b)'meclical surveUIance exclusively because.ofexpOsures prior to· the effective .d8te ofthIS standard,1fthey are Iii
-CateGorY A, the 8mpIoyer shall follow the'~remen1s of paragraphs O)(3)Q)CS)and 0)(4)(v)(A).lf they are in Category ~ or C; theeI1'll?IoYer-'
shalI1oIfoWthe requil'8l'i'l8n1S of paragraphsO)(4)(v)(BHC). ':' . "'c'·· -,.' . . ..,' '., .. '.'
. 2 See foOtnote~IX A TableA. ". . ,':. ';." '.- -.' .... .

.. , '.- - -. ,- ~ -t...-.,. -,.: ~.:L·~·:·_··"' .:.. :.:....: ::",' .:...... ~.~<::::'":.._.; ... (j~: . ":-..'. ;-~_. __ .~.; ~,;,,:_;"

Appendix A-~~dune~~-2:List of .penici~bl~. ph~J1aCetin:~~~n~~di~~~.~).:·' A~cl.'~~nt'i:.ii~i;~~~~~o~·· r.

Medications . . list of drog$associated with acute interstitial and Medical Examination Results '..
A list of the more common medications nephritis includes: (1) Antimici'oblal drugs: Employee _.__.;...- .......__

, that a physician, and the employee. may Cephalosporips, cblmamphenicol. colistin, Testing Date - ...,-,-.....;...-.-.;...------
wish to review is likely to include some of . etytbromycin, ethambutol. isoniazid, para-: Cadmium in Urine _'_ JiglgCr-Normal
the following: (1) Anticonvulsants: . aminosalicylic acid, penicillins, polymyxin Levels: :S3 JiglgCr.:
Paramethadione. phenytoin, trimethadone; B, rifampin, sulfonamides. tetracycliries, and, Cadmium in Blood __'_ Jigllwb--Normal
(2) antihypertensive drugs: Captepril, vancomycin; (2) other miscellaneous drugs: Levels: :S5 Ilg/lwb. . ,...
methyldopa; (3) antimicrobials: Allopurinol. antipyrene, azathioprine. . Beta-2-microglobulin in Urine _'_._Ilg/g
Aulinoglycosides. amphotericin B. captopril, cimetidine.'dofibrate. methyldopa. Cr-Normal Levels: :S300 I1g/g Cr.
cephalosporinS, ethambutol; (4) phenindione, phenylpropanolamine, . Physical ~aminationResults: NtA __
antineoplastic agents: Cisplatln, phenytoin, probenecid, sulfinpyrazone, Satisfactory__ Unsatisfactory _.__ (see
methotrexate. mitomycin-e. nitrosoureas, .sulfonamid diuretics. triamterene; and. (3)' physician again).
radiation; (4) sulfonamide diuretics:. metals: Bismuth. gold. - Physician's ReViewof Pulmonary Function
Acetazolamide. chlorthalidone, furosemide. This list have been derived from. Test: Nt A __NOrm.8l __·_ Abnormal·

thiazides; (5) halogenated alkanes. . commonly available medicaltextbooksIe.g., Next b'i~loaica,I monitoring" or medical exam,~
hydrocarbons, and solvents that may occur in Ex. 14-18). The list hasbeen included merely. ination sch~uled for' . "-
some settings: Carbon tetrachloride. ethylene .to facilitate the physician's, eni.ployer's,and
glycol, toluene; iodinated radiographic r- . The biological·monitoriD.gprograinha$ ,
contrast media; nonsteroidal anti- employee's understanding..The list does not been designed for threemain purposes: 1) to :
inflammatory drugs; and. (7) other represent an official OSHA opinion'or policy: identify employeesatrisk ofadverse health .
miscellaneous compounds: Acttominophen. regarding the use of these mediCations for . effects from excess, chronic exposure to .
allopurinol, amphetamines. azathioprine. .particular employees.lfhe use ofsuch . cadmium; 2) to prevent cadmium-induced -
cimetidine. cyclosporine.Hthium, -medications should beunderphysician ' diseasels); and 3) to detect and minimize
methoxyflurane, methysergide. D- discretion. existing cadmium-induced disease(s).
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' ...-.. ~ -". _.... ' .. .~ .... ;-.. . --. :

provide a serial record of relative error-
.. (derived per Section 3.3.3 below). ". ""-~

3.3.3 Reporting Procedures

Participating laboratories should maintain
these documents: QAlQC program plans;
QAlQC status reports; CTQ proficiency »:>, ,
program reports; and, analytical data reports.
The information that should be includedfu·
these reports ~ SUD1D18rized in Table 2; a. •
copy of each report 'should be sent to .the.· ' .'
responsible physician.:- . :.-.:~. -". ",:,.,.

. - . ':~.,..~.,..-:-';..:--.-:"

QC programs are being eXecuted properly.
and consistent with data sent to responsible
physicians. . ..

4. Duplicate copies of monitoring results '
for each analyte sent to clients during the
previous 5 years. as well as associated
information; supporting material such as
chain-of-custody forms also should be
retained; and.

. 5, Proficiency test results and related
materials receiyed while participatiIig'in the
CTQ interlaboratory program over the past 2
years; results also should be tabulated to

.' r:

TABLE 2.-REPORTING PROCEDURES FOR lABORATORIES PARTICIPATING IN THE CADMIUM ,MEDICAL MONITORING:
. PROGRAM' -,

relating to.the most recent calibration and QC
sample analyses;
. 2. For these instruments, a tabulated record

for each analyte of those determinations
found to be within and outside ofcontrol
limits over the past 2 years;

3. Results for the previous 2 years of the
QC sample analyses conducted under the
internal QAlQCprogram (this information
should be: Provided for each analyte for
which detenninations aremade and for each
analytic instnunent used for this purpose.
sufficient to demonstrate that internal QAI

Report Frequency (time'frame) Cont9nts ..".,
1 QA/QC ProgramPlan .••.....••..•..... Once (initially) _•••••~••

. 2 QA/QC Status Report : ,. Every2 months ~ ~ .

3 Proficiency Report •...•...•.............. Attached to every data report .•••••••

4 Analytical Data Report For all reports of data results : ...

A detailed description of the QAIQC protDcol to be estabiish8d by the· :
,laboratory to maintaincontrol of analyte detenninations. . . .-. .. " '

ResuIIs of the QC samples incorporated into regul8rruns for each'!rI-
strument (over the periodsince. the last report). . " '

Results fromtheJast fuR yearof proficiency samples submitted tattle
CTQ program and Results of the 100 most.recent.QC~ ~
cor:porated Into regular runs foreach 1nstnJmenl.'. . .:'.:-,_ .;: <,:

Date 1he sample was received;.Date the sample was analyzed; Ap­
propriate chaln-of-custody information; Types. of .anaJyses per­
formed; Results of 1he requested 8naIyses and,Copy oftbe most ,

. current proficiencyreport.. . .. ' '.'. ';:," c:: ~ .

information:: The'date the sample was . '".,
received; the date the sampl~Was aDalyzedi'
appropriate·cbain~f-eustody information;.":, .
the type(s) of analyses p8rfoimed;and. the ,
results of the analyses.·~is-Uiformation .'..
should be reported on aform'siDiil8r'tOthe:; ,
form provided an.apPropriate form.·ne iDOse ..
recent proficiencY progt'im:1 ieportshould>:·.
accompany'the analytical datarepoJ;tSJ~:an
attachment).;·' -.' ,:""".: ';,;.";::>::".';'
. Confidence mtei'v8lSmi-the'analyticaJ/:::··

. results should be repOrted as.X:l:2a:;·witb~X:·.c .,

"=~~~~~'~~~~~~;'"
Fo~CIm or B2MU results. whic.h are~;·,'.

combined with ClITU measurem~~1Oi;'>. ,.'
proper repo~.tlie95%co~~~!imlts;, ..
are derived from the limits for COtrorB2MU.";
(p).andthe )iiju.ts for CRT,tqq);'a,SfolloWsC .' ,

.! ·(~)·~a,·::~:~·.:'i~;~:,:~4·.. ·
FO~th:e ~~ti~:~r:e··S~~~~;·,~::;.:·,·
measurement and amfidenee limits forCOU
or B2MU,'andY±q is -the,measurement arid' ..
confidence limit for CRTU.· ' '. :,'~.: .:'

Participating laboriltories~hould.notify -. : ,
responsible physiciansllS soon as they.,,'
receive information.iDdicaiinga chaDge b{:";
their accreditationsta~\Viththe CTQoi.-the
CAP.These physiciails should notbe, .. -,
expectedfo wait until forinal.JiQtlql.ofa. . ,;; .
status change hasbeen ri!ceiV:ed from' the .. " '
CI'Qor'theCAP.' ',' --' ,,, .-.-.....-.....

3:4~tructionsto :PhYslciaii;:; ~:: ..:<,
Physicians responsible for'themedicel ," .

monitoring of cadmium-exposed 'workers ";',
must collect the biological samples from '
workers; they then should select laboratories

•...-....-' ".-

x. ~(P'/T)
.. ' '. ,N ,

The standard deviation, 0, for these
measurements is derived using the following
equation (note that 20 is twice thisvalue):

As noted in Section 3.3.1, a QAlQC
program plan should be developed that
dOcuments internal QAlQCllrocedures
(defined Under Section 3.3.1) to be
implemented by the participating laboratory
for each analyte; this plan should provide a .

. list identifying each instnunent used in ".. . Th.e DOJ1II1aJldato.ry QAlQC protocol (see
making aDalyte detemiinations. Attachment 1) indiCates that QC samples ,

'A QAlQC Status report should 'be written should be divided into several~te pools.
bimonthly for each analyte.In this report. the and a separate~ieof precision for each
results of the QC program during the ' poolsthen shOlild be derived.~ .
reporting period shoIiId be reported for each . precision«:~teSs~dbe provided for -.
analyte in the following manner:The number ~n~~·w~cli~..fuaverage value.
(N) ofQC samples analyzed during the . '... ' These~lonmeasures;DlaYbe used to:
period; a table of the target levels defined for d~ent lIQproveD1ent;; m performance

. ' _1.' le d th di easured'Wlth regard to the~med pooL .. ".
.', .eaYJ samp an e correspon mg m . " ' Participating lilboratories should usethe

values; the mean ofFrr·value (as defined ," CTQproficiencY prOgram for eachanalyte:
below) .for the set ofQC_~ples run during'. Results ofthe this program Will be sent by .
the penod: and, use of X::l::2(j (as defined CTQ directly tophysicians d~ignatedby the
~low) for the set ofQC samples run during parti~patinglaboratories. Proficiency results
.the period as a measure of precision. . from the CTQ program an.'llS8IJ.tollStablish

As.noted in Section 2.·an Ffl'value for a . the accuracy ofresults from each : ..
QC sample is the ratio of.the measured parti~patinglaborat;orY.and ~uld be
amcentration ofanalyte to the established. provtded to ~~bl~.phy&lc18DS for use in
(ie. reference) concentration of analyte for tren~ ~YSlS, A.proficu,~cy·report .

• . COnsISting of these pnmClencyzesults should
. that~ sample.~~uation below accompany data reports as an attachment. ..

desaibes the denvation of the mean for F/. . For each analyt9the proficienCy report
T values. X (with N beinganalyzed the total should include th~results from the 6 .
number of samples analyzed): . previoUs proficiency rounds fu'the following

format: "',- ,.,t,':.;·;,,,,,,, ',' ::. ' .. - .

1. Nlimber(N) ofSamplesan8lyZed.;
2. Mean of the tlqet levels. (llN)ETb with

TI. being a cons~.I!1~ for the sample; <,

3. Mean ofthe measurements. (1/NJIMt.
With M.t being a sample measurement;
.... 4.A measure oferrot defiJiedby:
(1IN)1:(Ti-M)2. '. ~.. .-... ,~,.'.'

. Analytical datareJiorts should be ..
submitted to responsible'physicians directly.

. For each sample, report the following' '
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Arabic and Persian OCR Training and Test Data Sets

Robert B. Davidson Richard L. Hopley
Science Applications International Corporation

McLean, Virginia 22102-3779
Robert.B.Davidson@cprnx.saic.com

Abstract
Large data sets consisting of bit-mapped images of

real-worldprinted secularArabic-alphabettext (inArabic
and Persian), accompanied by corresponding high­
fidelity coded transcriptions (text ground truth), have
been systematically chosen, prepared, and documented.
Each data set is divided into a training set, which is
made available to developers, and a carefully matched
equal-sized set of closely analogous samples, which is
reserved for testing of the developers' products. The
samples were systematically chosen to represent current
vocabulary, usage, typography, and publication
practices in major newspapers and news magazines, and
in recent books and journals dealing with politics,
economics, and commercial and military matters.
Lexicons and character-frequency tables have been
compiledfor each data set andfor theArabic and Persian
collections as a whole. Availability of these data sets is
intended to catalyze development by others of Arabic
and Persian optical character. recognition (OCR) and
natural language understanding systems. The tools
developed to support this effort are readily applicable in
other non-Roman alphabets.

1 Introduction
Elements of the international business and foreign
affairs communities that must communicate with and
follow developments in parts of the world that
communicate internally using non-Roman alphabets are
severely handicapped by their practical inability to use
modem computer-based analytical tools. In particular,
they find it difficult to build and use efficiently
databases of current and archival information, because
much of that information is available only in printed
form in the local languages. Potential local compilers
and users of collections of coded electronic information
in these parts of the world operate under similar
handicaps. Effective optical character recognition
systems for these alphabets could remove or lower the
most significant barrier to use of electronic information
systems in these alphabets: the high cost (in resources
and time) of converting printed information into coded
electronic form. Because many of the needs of these
communities are analytic (rather than contractual or
legal), even imperfect OCR systems could contribute
significantly.
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Arabic is the official language of all of the countries
of North Africa and most of the countries of the Middle
East (including the economically important nations of
the Arabian peninsula, and strategic Iraq, Libya, and
Syria). Arabic is the sixth most commonly used
language in the world (after MandarinChinese, English,
Hindi, Spanish, and Russian). In addition, the people of
Iran, the Kurdish regions (in Iraq, Iran, Turkey, Syria,
and the former Soviet Union), Afghanistan, and the
Muslim portion of the Indian subcontinent (Pakistan
and some parts of India) write their languages (Persian,
Kurdish, Pashto, and Urdu, 1 respectively) in modified
Arabic alphabets.
In the last few years, an increasing fraction of printed
material in some of these countries has begun to be
produced electronically. However, only a small fraction
of this electronically produced material is being
published and disseminated in electronic form, and
almost no archival material is available in electronic
form. And in many of these countries, electronic
production of printed/typed material lags significantly,
because the tools for electronic production in their
alphabets (including capable desktop computers with
native-language operating systems) are less well
developed and less widely disseminated than the
corresponding Roman-alphabet tools.

Efforts to date in Arabic OCR have identified and
begun to address the problems involved in development
of successful systems, but have not yet produced
practical, widely usable systems. In part, this reflects
inherent difficulties arising from particular
characteristics of Arabic-alphabet languages (e. s..
cursive connection of printed letters, and routine
intrusion of ascenders and descenders into the "space" of
adjoining letters; distinct characters that differ from one
another only by the placement of small auxiliary
elements; extensive shape changes of letters and
combinations of letters depending on their environment
within a word, etc.). But it also probably reflects
limitations of the development efforts to date. In
particular, no reported study has used a training data set

1Urdu is essentially the same language (Hindustani) as
Hindi, the official language of India. The major distinction
is that Urdu is written in a modified Arabic alphabet and
Hindi is written in the Devanagari alphabet.



of adequate size and diversity, or tested its recognition
scheme against a large, real-world sample of printed
Arabic. Recognition rates of known systems for
material outside their training data sets are unacceptably
low. The availability of large, carefully chosen, widely
accepted standard training and test data sets can support
more rigorous (and ultimately more successful)
development activities. The sponsors of this effort2

intend to catalyze such activities by providing the
necessary training and test data (removing a significant
obstacle from the development path).

To support rigorous OCR system development
efforts, test and training data sets must themselves meet
certain standards of rigor. At a minimum, they must be
large enough (and carefully enough selected) to provide a
population of words and characters that fairly represents
the universe of material of most interest to a broad
range of potential users. Real world samples (scanned
with real scanners from real newspapers, magazines, and
books) must predominate. The correspondence between
characters in the images and characters in the text truth
files must be very nearly perfect (perfect, if possible).
All of these factors require diligent attention during
development of the data sets, as do careful configuration
management and quality assurance. The rest of this
paper describes our efforts to achieve these high
standards in constructing three data sets: two consisting
of Arabic text and one consisting of Persian text They
approach our standards much more closely than any
comparable non-Roman alphabet data set that has been
described in the literature.

2 Selecting the Sample Sources
For each language, highly qualified native scholars of
the language first prepared analyses of printing and
publication practices. They identified the most
important font families, and patterns of use of those
font families within different categories of publication
and different "schools" of typography (e. g., the "Cairo"
style of Arabic typography commonly followed in
North Africa and the "Beirut" style of Arabic
typography commonly followed in the Middle East).
They documented standard usages within the character
set of their language with respect to use of vowels,
diacritical marks, numerals, special symbols, etc.,
which vary somewhat from country to country. Other
experts (responsible for the African and Middle East
collections of the Library of Congress) identified the
most widely read and most influential regional and
national newspapers, and also general interest and news
magazines of wide circulation and some influence. Our
language scholars made sure that the resulting selections
broadly represented vocabulary, usage, typography, and
publication practices. Among magazines/journals and
books, they also selected titles to reflect bias in subject
matter in favor of materials that dealt with current
events, politics, and history; with military affairs; with

2The Defense Advanced Research Projects Agency
(DARPA) and the Office of Naval Research (ONR).
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science and technology; and with society and religion.
(Literary works, low-level popular culture, and religious
writings per se were purposely excluded.) Similar
subject matter preference was applied later (see below)
when choosing samples from the selected newspapers.

3 Sample Collection, Preparation, and
Configuration Control

Most of our samples carne from the extensive Arabic­
alphabet holdings of the George Washington University
Library (books and magazines/journals of the first
Arabic data set) and the Library of Congress (almost all
newspaper samples; books and magazines/journals for
the second Arabic data set and for the Persian data set).
The rest (mostly technical and other books, military
affairs journals, and a few newspapers) came from
material borrowed from private collections.

For both development and evaluation reasons, it is
desirable to separate the pure Arabic/Persian character
recognition problem from issues associated with page
analysis and recognition in any language (the
commercial OCR marketplace is addressing the latter
issues aggressively). To support this separation, each of
our samples is a single column of body text (with
minor headings, but without headlines in display fonts,
graphics, or tables) or a one-column book page. In order
to avoid copyright infringement, we limited our
sampling to at most four such insubstantial excerpts
from any given issue of a newspaper, magazine, or
journal, or from any given book. Native speakers made
the final sample selections, consistent with the guidance
of our language/typography experts, our source category
targets, and our subject matter preferences. (The target
distribution among source categories was 50%
newspapers, 30% magazines, and 20% books.) We took
the excerpts in closely matched pairs, to help produce
strictly comparable training and test data sets. (Within a
training data set, it is also generally possible to select
closely comparable pairs of samples, so that the
developer can divide the data set into matching halves
for training and in-house testing.) The average sample
has about 300-350 words and about 1800-1900
characters. (See below for detailed statistics of the
samples.)

Binary images were scanned at the collection sites,
using a 600 dot per inch (dpi) flatbed scanner attached to
a laptop computer. Flat settings were used on the
brightness and contrast controls whenever the quality of
the paper allowed (which was almost all the time for the
sources selected). Scanned image originals were
collected on floppy disks in Tag Image File Format
(TIFF) (using lossless UW compression); the original
write-protected disks are retained as one of our primary
archives. Serial numbers were assigned to the images as
they were collected; a concurrent field log associated a
full bibliographic citation (including English translation
and Roman-character transliteration of the title) with the
serial number. The field log entries were transcribed into
our working catalog, which assigns each sample a
unique identification number that incorporates much of



the bibliographic information; the catalog allows each
sample to be tracked through each of the subsequent
steps of its processing. At the same time that the initial
catalog entries were made, the images were transcribed
from their floppy disk originals onto our working
archival storage disks.

Each sample image was inspected. All extraneous
graphic elements (e. g., unintentionally scanned
remnants of headlines) impinging on the image area
were cropped out or erased, as were rules, boxes, or
areas of anomalously degraded text (e. g., smeared ink
areas at the fold of a newspaper). One of us, who has
had extensive professional experience in the printing
industry, assigned each sample a print quality rating
from I ("excellent") to 5 ("very poor"). Grade 5
samples, which were bad enough to give human readers
difficulty, were excluded from further processing and
from the final data sets. During the inspection, any
unusual features of the samples, such as the presence of
bullets, Roman or other non-standard characters, or bold
or oblique type, were noted in their catalog entries.

4 Generation of Text Ground Truth
Printed versions of the images were assigned to two
native-speaking typists. (Each typist received both
same-size and twice-normal-size prints of each sample,
the latter presumably being more readable.) Both
contractual and practical measures were taken to ensure
that the transcriptions would be truly independent. Each
typist was carefully instructed to follow uniform
conventions intended to produce identical typescripts
from identical samples, with any typographical or other
errors in the original images faithfully reproduced.
Typists were instructed to substitute a place holder
character for any non-Arabic-alphabet character that
might occur in a sample.

After preliminary inspection (and, if necessary,
correction) to bring the typescripts into closer
conformance to our conventions, the two independent
typescripts for each sample were reconciled by a native­
speaking editor (assisted by custom text comparison
software). Another copy of the printed images was used
by the editor as the definitive version in these
comparisons. At the conclusion of each editing session,
the reconciliation software stored a corrected text truth
file and recorded the errors made by each typist. (This
same software is used in formal accuracy evaluations.
See below.) A final visual inspection of the reconciled
files brought the files into close visual conformance to
conventions and detected (and corrected) some damage to
the truth text files that occurred during the reconciliation
process. Finally, a software-based inspection corrected
violations of our conventions (Roman left-to-right
space instead of Arabic right-to-left space, extra carriage
returns, non-Arabic characters retained instead of
replaced by the conventional place holder, etc.) that
might be missed in a visual inspection.
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5 Synthetic Files
In our first Arabic collection (there are now two) we
included a small number of "synthetic" files, These were
generated from Arabic text acquired in electronic form
from a US Arabic-language newspaper. After applying
the same subject-matter criteria used in selecting real­
world samples, and editing the text to make it
correspond to our typing conventions, single full pages
of this text were printed on a 300 dpi Postscript printer.
Two fonts corresponding to those used most often in
printed material were used, in the relatively large type
size our consultants told us was common in office
correspondence. The printed sheets were then scanned
and cataloged in the same way as other samples. These
synthetic samples represent modern office
correspondence within our corpus, provide a few very­
high-quality "easy" recognition targets that developers
have told us are useful at the early stages of OCR
system development, and have guaranteed perfect
correspondence between image and text truth files,

6 Statistical Analysis and Assignment
of Samples

The finished text truth files were parsed by software that
counts the number of words and characters in each
sample and in the data set as a whole. Tables I and 2
summarize this statistical information for our (two)
Arabic and (one) Persian data sets. In addition, for each
alphabetical character, the number of times it occurred
in the data set in each position (initial, medial, final,
and free-standing) was also counted. When first
encountered,each hitherto unseen word was recorded in a
lexicon (as was the identity of the sample in which it
first occurred-); when a word recurred, its count in the
lexicon was incremented. (The software makes no
attempt to group grammatical variants of the same word
or root4) The most recent version of the Arabic lexicon
contains 69,905 words; the most recent version of the
Persian lexicon contains 11,819 words.

The samples within each data set were divided into
two closely matched subsets, a training subset and a test
subset. Each subset has very nearly the same
distribution of samples by source publication; i, e.,
from a given book the same number of pages (one or
two) are assigned to each subset; from a given
newspaper or magazine/journal a very similar number of
samples, yielding very nearly the same number of
characters, are assigned to each subset. Care was also
taken to ensure that each subset has a similar number of
samples with each condition code. Within these
constraints specific assignments were made in a way

3So that suspect entries can be examined readily in the
original images.

4Thus, the lexicons (along with their frequency-of­
occurrence counts) are useful as they are for spelling
checking, and are suitable input for more sophisticated
grammatical analysis and word/root counting.



Table 1. Statistics for the combined Arabic data sets, by sample type.

Distribution of Num. of Total Chars/ Total Words!
Samples Samples Chars. Sample Words Sample

Newspaper 48% 513 1,098,101 2,140 181,064 352
Mazazine 29% 313 616,325 1,969 100,426 320

Book 23% 244 380,996 1,561 61,251 251
Natural Samples 100% 1,070 2,095,422 1,958 342,741 320

Synthetic Samples - 68 75,943 1,116 12,700 186
Total Samples - 1,138 2,171,365 1,908 355,441 312

Table 2. Statistics for the Persian data set, by sample type.

Distribution of Num. of Total Chars/ Total Words!
Samples Samples Chars. Sample Words Sample

Newspaper 51% 348 647,111 1,859 121,794 349
Mazazine 31% 212 374,693 1,767 11,321 336

Book 18% 126 220,399 1,749 41,913 332
Total Samples 100% 686 1242203 1810 235028 342

Table 3. Division of samples between training and test subsets for the combined Arabic data sets.

'I'rainina Test
Samples Chars Words Samples Chars Words

Newspaper 259 549,819 90,165 254 548,282 90,899
Mazazine 158 306,234 49,869 155 310,091 50,557

Book 123 189,238 30,449 121 191,758 30,802
Natural Samples 540 1,045,291 170483 530 1050,131 172,258

Synthetic Samples 68 75,943 12,700 68 75,943 12,700
Total Samples 608 1,121,234 183,183 598 1126,074 184,958

Table 4. Division of samples between training and test subsets in the Persian data sets.

Traininz Test
Samples Chars Words Samples Chars Words

Newsoaoor 174 323604 121655 174 323507 '122,460
Mazazine 106 187,386 71,005 106 187307 71110

Book 63 110187 41,870 63 110212 41,956
Total Samples 343 621,177 117,265 343 621,026 117,763

that balances the total number of characters in each set
Tables 3 and 4 summarize the results of this
assignment process.

7 Available Training Data Sets
The training subsets of these data sets are available to
developers, subject to approval by our sponsors.
Generally, approval is forthcoming whenever the
developer is willing to describe the nature of the project
in which the data set is to be used, and to agree not to
redistribute the dataset

Along with the image and text truth files, the
developer receives a catalog of the included samples.
Each is identified by source type (newspaper,
magazine/journal, book, or synthetic), source code (a
unique identification number that allows the developer
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to know when samples came from issues of the same
newspaper or magazine/journal), condition/print quality
code (l=excellent, 2=good, 3=fair, 4=poor but readable),
character count, and word count. The developer also
receives a lexicon (which contains all words found in
either the training or the test subsets and a word
frequency table) and a characterfrequency file (which
records how often each character occurs, overall and in
each position-initial, medial, or final-within words).

8 Formal Accuracy Testing
We have developed and (in one case so far) executed a
protocol for formally testing OCR system accuracy.
Using the testing data subsets and the reconciliation
tools described above, we can help a developer (or a
third party who is interested and has secured



pennission-through purchase of a commercial license
or otherwise-to use a developer's system) to find out
how well an Arabic or Persian recognition engine
performs against a real-world data set, and what its
specific strengths and weaknesses are.

First, we agree with the developer/user about what
mutually convenient data transfer medium and protocols
will be used for the test images and text files, and
rehearse a data exchange. Then, at a mutually
convenient time, we visit the developer's (or user's)
facility to bring the test data set images and to witness
the commencement of their processing. When the first
ten images have been processed, the developer provides
a copy of the resulting text files to support an initial
on-site comparison of those files with the corresponding
text truth files, Discussion of these initial results with
the developer allows resolution of unforeseen issues at
the early stages of (rather than after) the main effort of
the evaluation.

When all of the test images have been processed, the
developer delivers the rest of the resulting text files to
us (in the same format and via the same medium as
were used in the evaluation rehearsal). When practical
(i. e., when the processing can be completed within a
day or two) we remain in the vicinity and return to the
developer/user's site to pick up the files and observe the
agreed clean-up procedure. In the latter, once we have
received (and verified that we can read) all of the
developer's text files, the developer/user removes all
files associated with the testing from the
developer/user's computing system. (The developer/user
agrees not to re-create them from system backups.)

All of the developer's text files (or, if this is easier,
all of our text truth files) are pre-processed to adjust for
know differences in transcription conventions. Then the
developer's text files are compared with our text truth
files for the corresponding samples. Errors are counted
by character, by type (insertion, omission, or
replacement), and by position of the character within the
word. As the results of these comparisons become
available, we discuss them with the developer.
Disagreements that the developer attributes to errors in
our text truth files are investigated by humans, by
reference to the original text images. For samples with
reasonable numbers of errors (less than a few hundredS),
our report details each of the developer's system's
errors, summarizing them by type (character insertion,
deletion, or replacement), by character, and by character
position. We calculate neither error rates nor other
"scores," but provide information that allows the reader
to readily calculate error rates or other metrics ifdesired
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FAX Message Conversion & Searching

Henry S. Baird
Bell Laboratories

Lucent Technologies, Inc.
700 Mountain Ave, Room 2C-322

Murray Hill, NJ 07974
hsb@bell-Iabs.com

Abstract

FAX message streams pose serious challenges to the current generation of docu­
ment image analysis systems. I review recent work at Bell Laboratories on automatic
identification of the orientation (upside-down, landscape, etc) and language of FAXed
pages of text: interestingly, there are advantages in considering these problems simul­
taneously. Also, I report on advances in classifier design that may permit FAXes to
'cook' - improve in recognition accuracy indefinitely - as they wait in multi-media
mailboxes. I'll touch on some early engineering results in word-, phrase-, and address­
spotting in highly degraded FAX images. If time permits, I may comment on some
long-range implications for research in document image analysis of the rapid growth in
the multi-media messaging industry. (Joint work with Dar-Shyang Lee, Craig Nohl,
and Tin Kam Ro.)
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Abstract

Mitek Systems, Inc. is an OCR/ICR software development company, concentrating
in hand-printed character recognition and financial document processing. Mitek is the
industry leader in the application of neural networks for hand-printed character
recognition. In addition to several character recognition and related products we have
ongoing research in areas of document image understanding.

Mitek is best known for its high-accuracy hand-printed character recognition engine,
QuickStrokes. Two of our products, Premier Forms Processor and NiF use QuickStrokes
for character recognition. PFP is a Windows based end-user system for forms processing.
NiF automatically routes incoming faxes by recognizing the name of the recipient on the
cover sheet. Mitek also offers QuickFrame, a neural network based page segmentation
system that automatically separates document pages into regions by information type (i.e.
machine-printed text, hand-printed text, photographs, drawings, etc.).

Mitek has several ongoing research projects. We continue to enhance the functionality
of our QuickStrokes system. In addition we have an Arabic OCR research project that
has led to the development of a commercial OCR system for recognizing Arabic machine
printed text. We are nearing completion of a map image understanding project to develop
a method for extracting text, symbols, roadways/rivers and gridlines from general map
images. Currently in development is a language-independent OCR system called LITRE.
To date, LITRE has been configured to recognize English, Thai, Lao, Burmese and
Vietnamese languages. In another research project we are developing a system to
automatically verify handwritten signatures.
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Abstract
Training of neural networks requires a large set of

training data to obtain good generalization. Real data
yields the best results, but often requires a significant
effort to obtain. Synthetic training data can offer a
good substitute for training. We show how to apply
Baird's image defect model to generate synthetic
training data for machine printed characters. We will
show how synthetic data can be used to construct
character classifiers that use some ofthefont metrics to
aid in recognition. Finally we will show that in the
LITRE text recognition system, synthetically trained
recognition classifiers perform better than a classifier
trained with real data.

1 Introduction

One of the methods used for character recognition are
neural networks [1], [2], [3], [4], [5]. Neural networks
can be trained to recognize a set of characters by
repeated presentation of example characters during the
training phase. Accuracy of neural network
classification depends highly on the data presented
during training. The set of training data for the neural
network should be as large as possible, and it should be
representative of the data to be classified by the
network. Other types of classifiers can also benefit
from a similar set of training data.

One way to collect training data for character
recognition is to take the documents from which
characters will be classified, extract images of
characters and assign to each image the identity (tag) of
the character it contains. This type of data is referred to
as the real data. The real data is desirable because it is
representative of the data to be classified, but it requires
a significant manual effort to collect. Moreover, rarely
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occurring characters are difficult to collect in
sufficiently large quantities. Lastly, as this is largely a
manual process, it is prone to errors in tagging,
sometimes resulting in character images with incorrect
tags that can decrease the recognition accuracy. The
value and cost of real character training sets is
illustrated by the availability and prices of character
databases from CEDAR [6], NIST [7], University of
Washington [8], [9] and University of Seoul [10].

Another way to collect training data is to generate a
page containing the desired characters, print it out and
then scan it and extract the training characters from the
scanned image. The page that is printed out can also be
photocopied multiple times to simulate image defects,
as found in real documents. The scanned image can
then be automatically or semi-automatically processed
to extract and tag character images, as the positions and
identities of the characters are known. This type of data
is referred to as the artificial data. Artificial data is
easier to collect than real data, but may not be as
representative as real data. Distortions found in
artificial data will frequently not match the distortions
found in real data.

Finally, training data can by synthetically generated.
This can be done by rendering a perfect image of a
character using a chosen font. This character can then
be synthetically distorted using several possible
distortion techniques. The distorted character can then
be used for training a network. Data generated this way
is referred to as the synthetic data. Synthetic data is
generated completely automatically, so is easier to
collect than both real and artificial data. Synthetic data
might not be as representative as real data, as the
distortions applied probably do not cover all possible
real distortions.



2 Synthetic Character Image Distortions

We have chosen Baird's [11] image defect model as the
basis for creation of synthetic data. [11] provides an
excellent overview of this model and only a brief
summary of is provided here. We also describe our
modifications and parameters we have chosen for the
distortions.

Baird [11] has applied his defect model to create an
English character classifier and reports a successful
Tibetan classifier created with synthetic data. Bokser
[12] reports an unsuccessful attempt to create a Cyrillic
classifier with synthetic data - in this case, however, the
data had not been synthetically distorted and. ideal
character images were used. Several attempts were
made to measure the quality of this defect model [13],
[14] leaning to the conclusion that it does not model the
real defects adequately.

We will show that this defect model is adequate for
the purpose of construction of character classifiers. We
will show that in an experiment a synthetically
constructed classifier outperformed a comparable
classifier constructed with real data. In this experiment,
the real data classifier was trained with about 250000
characters while the synthetic data classifier was trained
with 940000 characters. This imbalance in the amount
of training data favors the synthetic data classifier.
However, the real data for training was expensive to
obtain and all available data was used. The synthetic
data was easy to generate and a manageable amount of
that data was used for training. The ease of creation of
synthetic data is its inherent advantage over real data.
Therefore to test the applicability of synthetic data for
training character classifiers we have generated as
many character images as we could reasonably handle.

Section 2 describes an application of Baird's
distortion model [11], [15] to synthetically degrade
character images for training a neural network. Section
3 describes how synthetically generated data can be
used to implement a more advanced character classifier,
by adding several font metrics during training and
multiple character glyphs. Section 4 shows that the
networks trained with synthetic data result in higher
overall accuracy in an OCR system, LITRE [2],
currently under development by Mitek Systems.

.R R R R

the distortions a range of distortion amount was
selected, as well as the percentage frequency it should
be applied. During the process of distorting the images,
a set of distortions was first randomly chosen for each
image, according to the desired frequency of each
distortion. Next, for each distortion, a random
distortion amount was selected linearly from the given
range and the distortions were applied to the image.
The distortions were applied cumulatively, in the order
given above. The distorted images were generated from
TrueType fonts at 300 PPI.

2.1 Boldness Distortion

RR
Figure 2. Boldness distortion examples.

The boldness distortion is not among the distortions
described by Baird [11]. This distortion was applied by
selecting the appropriate weight for the font in the
Microsoft Windows SDK CreateFontIndirect function.
This distortion was used to increase variety of
characters used for training. Boldness amount was
applied randomly from 100 to 900, where 400
represents the normal weight, 100 is the thinnest weight
and 900 is the heaviest weight. Many fonts only had
two boldness values. For these fonts only two types of
characters - regular and bold - could be generated.
Boldness was applied to all characters.

2.2 Skew Distortion

R R
Figure 3. Skew distortion examples.

The skew distortion rotates the character image by a
selected skew angle amount, as described in [11]. The
skew distortion was applied by selecting an appropriate
escapement parameter in the Microsoft Windows SDK
CreateFontIndirect function. As a result, characters
were rendered with the desired skew. A randomly
selected skew between -2 and 2 degrees was applied to
all images.

Figure 1. Examples of distorted character images.

We have applied the following distortions: boldness,
skew, width height, resolution, jitter, blur. For each of
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2.3 Width Distortion

RR
Figure 4. Width distortion examples.

The width distortion stretches the character horizontally
by a selected amount, as described in [11]. This
distortion was applied to all images with the distortion
amount randomly selected between 0.9 and 1.1. A
distortion amount of 1.0 represents a non-distorted
image.

2.4 Height Distortion

RR
Figure 5. Height distortion examples.

The height distortion stretches the character vertically
by a selected amount, as described in [11]. This
distortion was applied to all images with the distortion
amount randomly selected between 0.9 and 1.1. A
distortion amount of 1.0 represents a non-distorted
image.

2.5 Resolution Distortion

!{ R
Figure 6. Resolution distortion examples.

The resolution distortion introduces spatial quantization
effects to the character image, as described in [11]. This
distortion was applied by scaling the images down by a
selected amount and then scaling them up to the
original size. 25% of the images had resolution
distortions applied to them, with the randomly selected
distortion amount between 0.5 and 1.0. The amount of
1.0 represents no distortion, while distortion of 0.5
represents scaling the image down by a factor of two
and then scaling it back up by a factor of two. As
described in [11], selecting small font sizes also
introduced resolution distortion effect. During
generation of training data, a range of point sizes from
6 to 14 points was selected for each font.

315

2.6 Jitter Distortion

RR
Figure 7. Jitter distortion examples.

The jitter distortion attempts to simulate the effect of
slightly misaligned photo-receptors in the scanner, as
described in [11]. In jitter distortion, a random amount
of jitter distortion is chosen for each pixel in the
selected range, separately for horizontal and vertical
amount. The new position of the pixel is then
calculated. As the new pixel coordinates are not
integers, the pixel is mapped into a gray-scale bitmap
by computing a proportion of four pixels occupied at
that bitmap. Next, the value of each gray-scale pixel is
incrementedby this proportion. For example, if the new
pixel coordinates are (3.5, 5.5), this pixel is split
equally between four gray-scale pixels: (3, 5), (3, 6), (4,
5), (4, 6) - each of these pixels will have its value
incremented by 0.25. After jitter has been applied to all
pixels, pixels in the gray-scale bitmap with a value less
than 0.5 are set to white and remaining pixels are set to
black. Jitter was applied to 50% of the images with a
randomly selected distortion amount in the range of 0
to 1. A jitter of 0 represents no distortion, while with
jitter of 1, each pixel is allowed to move up to 1 pixel
away.

2.7 Blur Distortion

RR
Figure 8. Blur distortion examples.

The blur distortion models the point-spread (or,
impulse response) function of the combined printing
and imaging process by applying a circularly
symmetric Gaussian filter with a standard error of blur,
as described in [II]. Blur distortion was applied to 25%
of the images with the distortion amount randomly
selected between 1.0 and 3.0. A blur amount of 1.0
represents no distortion.

3 Advanced Features of Synthetic Data

The defect model allows an easy creation of a training
set whose distortions approach real defects. This way
the utility of real training data can be approached.
However, the process of synthesis permits the creation



of a more advanced training set than could be created
with real data. During the rendering of the characters
their font metrics are known and can be stored with
each character image. We have stored the baseline and
upper and lower case height for each character image.
Then, if the classifier can use these font metrics to aid
in classification, higher recognition accuracy can be
achieved. In addition images ofglyphs other than single
characters can be synthesized - either multiple
characters or portions of characters. Synthesis of such
glyphs allows the creation of a classifier to recognize
them. When such glyphs are incorrectly generated by
the segmentation procedure, they can still be correctly
recognized by the classifier.

3.1 Font Metric Training Parameters

During the synthesis of character images, the font
metrics of the characters are known. These font metrics
can be included with each synthesized character image
to be used for training. Such font metrics include the
height of upper and lower case characters, and the
baseline of the character. These parameters can also be
computed by the segmentation routines during
recognition and provided to the classifier to achieve
higher recognition accuracy. For example, the baseline
parameter can help distinguish commas from quote
marks, which could be indistinguishable in many fonts.
Similarly, the uppercase and lowercase height
parameter can help distinguish characters which have a
similar shape in upper and lower case, like's' or '0'.
The neural network system used in LITRE [2] can use
the baseline and upper and lower case height
parameters computed by its segmentation module.

3.2 Non-Character Glyph Synthesis

The process of synthesizing distorted character images
also allows the synthesis of glyphs other than single
characters. Such glyphs can be used to recognize
missegmented characters. For example, character pairs
such as 'fi' or off are frequently typeset as a single
ligature and are difficult to segment into separate
characters. There may be other pairs of narrow
characters which, if touching, can be difficult for the
segmentation system to separate, for example 'el', 'll'.
Being able to recognize such glyphs will decrease the
amount of errors caused by incorrect segmentation,
rather than incorrect recognition. This is important in
current OCR systems, as segmentation errors can
account for the majority of the errors [16].

The ability to construct multi-character glyphs is
even more important in some non-Latin scripts, where
characters can be arranged in a way difficult to segment
by the segmentation system. For example, Burmese has
a character that can contain one or more characters
inside it [2]. Rather than attempt to segment such
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characters, it may be easier to synthesize all possible
combinations of such characters and train a classifier to
recognize them.

Multiple character glyphs introduce a new parameter
in the synthesis system, called squashing. Squashing
determines how closely should two characters be
placed to each other. This parameter is used to vary the
distance between the neighboring characters. During
testing we have found that rendering of pairs of
characters typically leaves a gap between them.
However, character pair recognition is important when
the characters are touching. Therefore we have selected
0.0 squashing in our experiments to ensure that in pairs
of characters the characters are touching. A squashing
of 1.0 would indicate the normal distance between
characters.

The synthesis of partial character glyphs would also
be useful in certain situations. For example, in a
language with a variety of possible diacritical marks
over a variety of characters, it may be desirable to
segment the main character apart from its diacritical
mark and recognize them separately. To achieve this,
diacritical marks would have to be synthesized
separately, as well as dots over i's and the bottoms of
i's. Partial character glyphs could also be useful in a
system that over-segments touching characters or to
recognize Arabic text by over-segmentation.

4 Experimental Results

We have applied the synthetic distortion technique to
train 14 neural classifiers: three English omnifont
classifiers, OCR-A font ASCII classifier, OCR-B digit
classifier, and two omnifont classifiers for each of these
languages: Thai, Lao, Burmese and Vietnamese. All of
the networks were trained successfully as measured on
the synthetic testing set and by visually inspecting their
performance. To compare the performance of a
network trained with synthetic data to the performance
that could be obtained with real data we have selected
two of the classifiers for comparison with an existing
classifier trained on real data.

The real data classifier was trained to recognize a set
of 72 characters: upper and lower case letters, digits
and the following special characters: $, %, &, *. This
classifier was trained with approximately 250000
characters, with 3000 to 4000 examples of each
character. This data set represents all of the real data
available for training at the time. The synthetic data
classifier was trained to recognize all 94 ASCII
characters and it was trained with 940000 characters ­
10000 examples of each character. For each character,
samples were generated from 20 fonts at point sizes 6,
8, 10, 12 and 14. The names of the fonts used can be
provided upon request.



We believe that it is reasonable to compare these
classifiers, even though the synthetic data classifier was
presented with about 3 times more data, because this
reflects the ease of obtaining the synthetic data and thus
is an inherent advantage of synthetic data. We have also
constructed and tested a classifier to recognize all 94
ASCII characters as well as a set of 44 character pairs
that we found frequently segmented as a single glyph.
The synthetic data classifier was tested twice, once with
the calculation of upper case character height turned on
and once with this calculation turned off. With the
uppercase character height calculation turned off, the
LITRE system [2] calculated only the lowercase height
and set the uppercase height equal to the lowercase
height. This test was done to test the synthetic data
classifier with the same information that was used by
the real data classifier. In all, four tests were performed:

1. Real data classifier.

2. Synthetic data classifier, uppercase set to
lowercase.

3. Synthetic data classifier, uppercase calculated.

4. Synthetic data classifier with character pairs.

The test was performed by running the OCR system
LITRE [2], currently being developed by Mitek, on a
set of 362 images from UW-II CD-ROM database [9].
The results are broken up into three parts: Journal 1
lists results for 165 images from journal articles that
have been photocopied once. Journal 2 lists results for
the same 165 images as Journal 1, except that they
were photocopied twice. Memo lists results for 32
images of office memorandums. The recognition results
were compared to the truth data supplied, using the
OCR evaluation program from UW-I CD-ROM [8].
The percentage correct was calculated with the
formula:

0/ _ # truth characters - # errors
,0 correct - # truth h tc arac ers

where errors include substitutions, insertions and
deletions.

As the real data and synthetic data classifiers were
trained to recognize different sets of characters, the
results were adjusted for the characters missing from
the real data classifier. The LITRE system [2] was
running with iterative segmentation turned on, with bi­
gram and error modeling postprocessing but without
lexicon postprocessing. The system was providing the
upper and lower case heights to the classifiers, with the
exception of test 2. The real data classifier in test I was
not using the lowercase height information. Table 1
shows the results of the experiments. It should be noted
that the performance reported does not represent the
number of characters correctly recognized by the
classifiers. Most of the errors are due to incorrect
segmentation. However, measuring the performance of

317

classifiers on individual characters required - a
significant amount of effort, and we have compared the
classifiers by testing them in a full OCR system.
Moreover, the accuracy of the character pair classifier
must be measured in a full OCR system, as this
classifier is designed to compensate for OCR
segmentation errors.

Table 1: OCR accuracy of LITRE with selected
classifiers.

Synthetic
Real Upper = Upper Synthetic

lower calc. Pair

Journal 1 86.8 95.1 93.1 92.5
Journal 2 87.3 93.5 93.2 92.6

Memo 84.6 86.2 86.8 86.1
Total 87.0 94.1 92.9 92.3

The synthetic data classifiers outperformed the real
data classifier, even if the comparison is limited to the
character set of the real data classifier. Two
observations in the results are noted.

First, the synthetic data classifier performed better in
the test with uppercase calculation turned off. We have
examined the results and noticed that by turning off the
uppercase height calculation, better segmentation
results were obtained, resulting in more well segmented
characters and hence fewer recognition errors. The
recognition itself was actually better with uppercase
height available, but was overshadowed by the
segmentation errors.

The second observation is that the character pair
classifier did not outperform the ordinary synthetic data
classifier, even though it was superior in smaller tests.
Upon closer examination of the results we saw that the
character pair classifier actually matched a higher
number of characters correctly, but it also made more
insertion errors. The insertion errors were made mostly
in text areas severely mishandled by the segmentation
module, and unrecognizable by either of the two
classifiers. However, the character pair classifier tended
to produce more output characters in these situations,
thus losing its advantage in better quality of
recognition. This suggests that appropriate tuning of
LITRE's parameters can make the character pair
classifier the more accurate of the two.

5 Summary

We have described an adaptation of Baird's image
defect model [II] for the purpose of synthesis of
distorted character images for training classifiers. We
have produced a number of classifiers using this
technique and tested two of them against an existing



classifier, trained with real data. We have shown that
the classifiers trained with synthetic data can
outperform classifiers trained with real data, and hence
that the image defect model is a sufficiently good
approximation of image defects for the purposes of
constructing character classifiers.

These results show that the defect model is applicable
to generation of synthetic images of machine print
characters to train a character classifier. As used
currently, our system is limited to synthesis of character
images from TrueType fonts. It cannot be easily used to
generate images of printer fonts not available as
TrueType fonts, such as dot-matrix or the chain or
drum printer fonts (fonts such as OCRA, E7B are
available as TrueType fonts). However, this system
could be extended to degrade not just perfect character
images rendered from a TrueType font, but any
scanned character images, including hand-printed
characters. This would allow the creation of a hybrid
data set, containing real characters with additional
synthetic distortions to further increase the size of the
training set. Such an increase of the training set would
result in a classifier more resistant to distortions and
less susceptible to overtraining. However, in the case of
hand-printed character sets, a small set will not be
helped by the defect model, as the variety of shapes of
letters cannot be increased synthetically. Still, the
accuracy of classifiers trained on hybrid data could be
increased this way.

The document image defect model could also be
coupled more tightly with the training process, by
synthesizing character images on the fly during
training. This way classifiers could be trained
effectively on infmite training sets.
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Systems which convert existing paper-based engineering diagrams into
electronic format are in demand and a few have been developed. However,
the performance of these systems is either unknown, or only reported in a
limited way by the system developers. An evaluation for these systems, or
their subsystems, would contribute to the advancement of the field. Re­
sponding to this needs, a dashed-line detection competition for developers of
dashed-line detection algorithms was proposed and took place during the first
IAPR Workshop on Graphics Recognition at Penn State University, in 1995.
A benchmark was developed and used in that competition. That benchmark
includes a performance evaluator and a software tool that automatically gen­
erates dashed-lines test images and the corresponding groundtruth.

In this paper, we discuss a performance evaluator for engineering-drawing
recognition systems on images that contain binary digital logic schematic dia­
grams. The evaluator accepts inputs ofIGES files containing IGES primitives
of straight lines, circles, partial arcs of circles, and IGES label block objects.
Our evaluator takes two IGES files- the recognition algorithm's output and
the corresponding groundtruth. First, the evaluator parses the two IGES files
to extract IGES entities (primitives and labeled objects) and the parameter
information of these entities.

To evaluate the primitives produced by the detection algorithm against
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the primitives in the groundtruth file, we compute the matching score and
mark either match or non-match for each pair of primitives, one from the
algorithm and the other one from the groundtruth. Since three types of
primitives (lines, arcs, and circles) are allowed in our protocol, the evaluation
protocol and the matching criteria are designed differently for each of the
combinations. Our evaluator allows one-to-many matches on the primitives.

To evaluate the labeled block-objects produced by the detection algorithm
against the labeled block-objects in the corresponding groundtruth file, we
compute the union and the intersection of the areas of the two bounding boxes
corresponding to the pair of labeled objects. If the ratio of the intersection
and the union is less than 80 percent, we reject the match. If the primitives
(sub-components) of this pair of objects are given in both files, we perform
the primitive matching protocol on the two primitive lists. If less than 80
percent of the subcomponents match from one list to the other, we reject
the match. Finally, if the names of the labels of this pair are match, the two
objects are considered as a match, otherwise, we reject the match.

The results of our evaluator is a table of numbers which when weighted by
application specific weights can be summed to produce an overall score rel­
evant to the application. Although our evaluator accepts only limited IGES
primitives (straight lines, circles, arcs, and label block objects), nevertheless,
it is useful, since all straightforward digital logic diagrams use only a combi­
nation of these geometric elements. However, we are in the process of making
an extension of our protocol to include other IGES primitives.

We understand that IGES is only one of many possible graphical file for­
mats. We choose IGES file format because it is widely used and supported
in the computer graphics industry. It has the distinct advantages of being
standardized, non-proprietary, and having been designed from the beginning
as an exchange format, not merely intended for storage of drawings within
a single system. Users of our evaluator need only produce a standard IGES
output file compatible with the format described in the paper and the cor­
responding groundtruth of the test images. The groundtruthing protocol for
the preparation of groundtruth is also included in the paper. (Note that Har­
alick and Phillips's group at the University of Washington recently released
a CDROM, UW-III, containing a collection of engineering drawing images.
The groundtruth for those images are all in IGES file formats.)
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1 Introduction

The ability to search digitized document images
for relevant information is a growing need in many
business and govemment applications. Conventional
approaches to this problem involve the use of
segmentation processes followed by recognition
processes to CCXlVert the pixel information into a
symbolic representation that can be manipulated.
However. such approaches have difficulty extracting
information from poor-quality documents or
documents with canplex structure. SRI International
has several related research efforts underway that are
exploring the use of model-based or contextual
information that can compensate for the degradation­
induced information loss in complex documents. These
methods use shape information from entire words to
complement character recognition. lexicoo.s organized
in domain-specific ways to enhance recognition. and
information combined from graphical and textual
modalities within a single document. Several individual
efforts currently underway aredescribed below.

2 Key Word Spotting

With the advent of on-line access to very large
collections of document images. electronic
classification into areas of interest based on keyword
content has become possible. An alternative to the use
of OCR. is the use of whole word shape recognition
applied directly to the image. SRI has developed a
system. called Scribble. based on this alternative.
Testing has demonstrated thatit is both faster and more
robust in the face of poor image quality than OCR..
Extensions being explored included recognition of
Cyrillic. Arabic. and handwritten text and the detection
of text in video streams.
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3 Mail-PieceAddress Reading

SRI has been developing systems to locate and
read addresses on machine-printed mail pieces for the
U.S.Postal Service. Machine-printed mail pieces carry
on their covers not only the destination address we wish
to find. but also the return address. a postmerk, and
often one or more advertisements. Our approach
consists of two processing steps: address location and
address recognition. Our approach to address location
relies on the conventions of address structure to
distinguish the address from other printing on the mail
piece: these conventions include left justification as
well as the length. height. and spacing of the text lines.
Our approach to address recognition uses as a
subsystem as an off-the-shelf OCR. software package
modified for the environment of scanned letter mail.
which, as we have noted. includes a significant amount
of poorly printed text and interfering background
patterns. To correctly interpret the character recognition
results. SRI took advantage of the logical relationships
among the words' addresses. to use a method based on
hypothesis generation and verification.

4 Information Extraction from Maps

Because complex color topographic maps contain
several layers of information that overlap substantially
(often within a single color plane). geometrically
segmenting raster-scanned map image data into distinct
graphical objects and text regions is difficult. SRI has
been using verification-based recognition approaches
that use contextual knowledge and constraints to
formulate and then verify interpretation hypotheses.
Because these approaches are based on the same
principals as those used to recognize occluded objects
in computer vision domains. they can operate
successfully amid extraneous graphic information. even
where the graphical object of interest is touching or
overlapping other information. SRI has demonstrated
the extraction of roads. symbols. and text from USGS
maps.
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Computer Research & Applications Group

Los Alamos, National Laboratory
Los Alamos, NM 87545

Our interest in document processing covers the entire document processing stream, starting
with compression of document images, extending through optical character recognition to
create textual documents, and ending with information extraction from textual documents. Our
program draws on Laboratory expertise over several technical areas and organizations. It has
applications in areas of national concern such as document declassification and archiving, as
well as business applications.

Our past and current sponsors are government organizations such as the CIA,DOD., FBI, and
DOE. In particular, the concerns we address are part of the DOE efforts in declassifying 337
million pages of documents. They also apply to archiving projects such as the Laboratory's
Nuclear Weapons Archival Program (NWAP). We are active in the field of language
identification from machine printed and handwritten documents.

Some of our specific research foci are the following:

• Our work on language identification has led to a successfully completed project to
recognize the script of a machine printed document. Our method successfully differentiates
between thirteen scripts, including Cyrillic, Roman, Arabic, Japanese, and Korean. We are
currently examining methods to determine the script and/or language of handwritten
documents.

• Other work on document image processing focuses on automatic assessment of document
image quality. Quality assessment is a necessity when analyzing archives of documents
that have been mimeographed or poorly typewritten, photocopied several times, and/or
faxed. The quality assessment indicates how a document image might be best restored and
also can be used to predict OCR accuracy.

• When document images are converted to textual documents via OCR, the resulting text
contains many incorrect characters. This makes standard word-based information
extraction techniques, such as keyword spotting, unreliable. Our work in n-gram analysis
provides a rapid and accurate information extraction technique that is relatively robust in
the face of such noisy text.

• From the DOE we have obtained some initial funding to categorize documents with neural
networks. The categorization will lead to more efficient processing of documents by
classification experts, either human or computer based.
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