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Abstract 

Applications in the creation of virtual auditory spaces 
@AS) and soniJication require individualized head related 
transfer functions (HRTFs) for perceptual fidelity. HRTFs 
exhibit si@jicant variation from person to person clue to 
chreerences between their pinnae, and their body sizes. In 
this paper we propose and preliminarily implement a sim- 
ple HRTF customization based on use of a recently puh- 
lished database of HRTFs (I] that also contains geomet- 
rical measurements of subject pinnae. We measure some 
of these features via simple image processing, and select 
the HRTF that has features most closely corresponding to 
the individual’s features. This selection procedure is im- 
plemented along with the virtual auditory system described 
in (21, and listener tests conducted comparing the “cus- 
tomized” HRTF and aJixecl HRTE;: Despite the simplicity 
of the method, tests reveal average improvement in local- 
ization accuracy of about 25 percent, though performance 
improvement varies with source location and individuals. 

1 Head Related Transfer Function 
Using just two receivers (ears), humans are able to lo- 

calize sound with amazing precision [3]. While differences 
in the time of arrival or level between the signals reach- 
ing the two ears (known respectively as interaural time de- 
lay, ITD, and interaural level difference, ILD) [4] can par- 
tially explain this facility, these differences do not account 
for the ability to locate a source within the median plane, 
where both ITD and ILD are essentially zero. In fact, 
there are many locations in space that give rise to nearly 
identical interaural differences, yet under most conditions, 
listeners can distinguish between them. The localization 
is possible because of the other localization cues arising 
from sound scattering. The wavelength of audible sound 
(2 cm-20 m) is comparable to the dimensions of the human 
body, and for high audible frequencies, the external ear. As 
a result, the circularly-asymmetric external ear essentially 
forms a specially-shaped “antenna” that causes a direction- 

of-arrival (DOA) dependent “filtering” of the sound reach- 
ing the eardrums. Thus, scattering of sound by the human 
body and by the external ears provides additional monaural 
(and, to a lesser extent, binaural) cues to source position. 

The effect of this scattering can be described by a fre- 
quency response function called the head-related trans- 
fer function (HRTF). For a particular source location, the 
HRTF is defined as the ratio of the sound pressure level 
(SPL) at the eardrum to the SPL at the location of center of 
the head as if the listener is absent. Knowing the HRTF, one 
can reconstruct the exact pressure waveforms that would 
reach a listener’s ears for any arbitrary source signal aris- 
ing from the given location, which is a sufficient stimulus 
for correct perception: if the correct sound signals are de- 
livered to the eardrums, he will perceive a sound source at 
the correct location in exocentric space. 

The HRTF complexity is due to the complex shapes of 
the pinna. The HRTF varies significantly between individu- 
als as their ear-shapes and to a smaller extent their head and 
body sizes also vary. While it is possible to obtain HRTFs 
via direct measurements as it is done for the database [I] 
acquisition, this is relatively tedious and requires access to 
specialized experimental facilities. As an alternative, we 
have recently begun a project which is aimed at the direct 
computation of the HRTF using three-dimensional ear mesh 
obtained by computer vision and solving the physical wave 
propagation equation in the presence of a non-rigid bound- 
ary by fast numerical methods [5]. However this work is 
still under development, and current virtual auditory sys- 
tems do not have yet any methods for customization of the 
HRTF. In this paper we seek to customize the HRTF using 
a database containing the measured HRTFs for 43 subjects 
along with some anthropometric measurements [I], [6]. 

For relatively distant sources the HRTF is a function of 
source direction and frequency, with a weaker dependence 
on the distance to the sound source. A sample HRTF show- 
ing elevation-dependent changes in sound frequency con- 
tent is plotted in the Figure 1. The elevation of the sound 
source in the plot rises from -45” to 225”, and the az- 
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Figure 1. Sample HRTF slice (contralateral 
and ipsilateral ears, respectively) for the az- 
imuth of 45 degrees and varying elevation for 
a human subject. 

Figure 2. The set of measurements provided 
with the HRTF database. 

imuth is constant. (In the interaural-polar coordinate system 
used, azimuth y E [-90,901 and elevation Q E [-90,270]. 
Points in back of the subject have 0 = 180”). The effects 
of the different body parts show up in different frequency 
ranges. The head shadow explains the overall level differ- 
ence in the two pictures; the torso reflections create wide 
arches in the lower frequency area and the pinna notches 
appear as dark streaks in the high-frequency regions. Fea- 
ture positions in frequency change with elevation; it is these 
cues that are used by us to distinguish elevations [7], [S]. 

The initial version of our virtual auditory system [2] em- 
ploys dynamic room models, head tracking, and runs on an 
off the shelf PC. Most users report very satisfactory experi- 
ence using the system even with a single measured HRTF. In 
terms of precision, the localization performance varies for 
different people, with vertical localization being quite accu- 
rate for some subjects, suggesting that custom-tailoring of 
the HRTF can lead to localization performance comparable 
to localization with person’s own HRTF set. 

2 Database matching 
Usually, when the waveform is played back for a listener 

via headphones, the sound appears hat and is perceived as 
being inside the head. This happens for three reasons. One 
of them is that the rendered sound lacks those HRTF-based 
cues described above that tell the brain that the sound is 
“processed” (passively filtered) by ears and therefore has 
originated from the outside. The second reason is that very 
important dynamic cues are missing (that is, when the lis- 
tener rotates the head the sound scene does not change, 
which is not the case for the outside sound since the DOA 
of the wave changes for the listener). The last important 
set of cues are the environmental cues which are essen- 
tially the reflections coming off the room walls and other 
surfaces, creating reverberation which is important for ex- 
ternalization and distance perception. Provided that the set 

of HRTF is known, it is easy to create a virtual audio en- 
vironment - a synthesized playback stream which is deliv- 
ered through headphones but nevertheless appears for the 
listener to originate from some point or object in 3D-space. 
In the VAS system, the HRTF-based cues are created by 
filtering the sound with the appropriate HRTF for the DOA 
for that sound source, the dynamic cues are implemented by 
active head tracking using commercially-available tracking 
systems, and the environmental cues are modeled by a sim- 
ple multiple reflection model. 

The biggest and still-open problem in the synthesis of the 
virtual auditory spaces is the customization of the HRTF for 
a particular individual. Each person presumably learns her 
own HRTF given visual feedback about the source position, 
but the HRTFs of different people look very different in the 
plot and are not interchangeable. It is known [9], [IO] that 
differences between individual HRTFs due to differences in 
ear shape and geometry strongly distort the perception when 
non-individualized HRTFs are used for rendering, and that 
the high-quality synthesis of a virtual audio scene requires 
the personalization of the HRTF for the particular individual 
for good virtual source localization. The usual customiza- 
tion method is a direct measurement of the HRTF when 
a tiny microphone is put into the ear canal of the subject 
and the sound is played through a loudspeaker positioned 
sequentially over all possible DOA angles in some steps, 
sampling the whole sphere. This method is accurate but is 
highly time-consuming. A faster but less accurate approach, 
which we report on in this paper, is an attempt to select the 
best-matching HRTF from an existing database of HRTFs 
and use it for the synthesis of the VAS, thus making the 
HRTF semi-personalized. 

We pose the problem as selecting the most appropriate 
HRTF from database of HRTFs. The database we used was 
recently released by the CIPIC lab and contains the mea- 
surement of the HRTFs of 43 people, along with the an- 
thropometric information about those subjects. The anthro- 
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pometric information in the database consists of 27 mea- 
surements per subject - 17 for the head and the torso and 
10 for the pinna. Pinna parameters are summarized in Fig- 
ure 2 and are as follows: & . ..ds are cavum concha height, 
cymba concha height, cavum concha width, fossa height, 
pinna height, pinna width, intertragal incisure width and 
cavum concha depth, and 0~ and 02 are pinna rotation and 
flare angles, respectively. For the HRTF matching proce- 
dure, we use 7 of these 10 pinna parameters which can be 
easily measured from the ear picture. 

S ince the HRTF is the representation of the physical pro- 
cess of the interaction between the oncoming sound wave 
and the listener pinnae, head and torso, it is natural to as- 
sume the hypothesis that the structure of the HRTF is re- 
lated to body parameters. For example, observe that if the 
ear is scaled up, the HRTF will maintain its shape but will be 
shifted toward the lower frequencies on the frequency axis. 
Since the listener presumably deduces the source elevation 
from the positions of peaks and notches in the oncoming 
sound spectrum, usage of the HRTF from the scaled-up 
ear will result in systematic bias in the elevation estima- 
tion. Some studies, such as a structural model for com- 
position and decomposition of HRTF [ 1 l] and experiments 
with HRTF scaling ([ 121, [ 131, [ 141) already suggested that 
the hypothesis is somewhat valid, although a perfect match 
(equivalent to the localization with the person’s own HRTF) 
was not achieved with somebody’s else HRTF appropriately 
scaled up or down. However, the ears of different per- 
sons are different in much more ways than just scaling, and 
seemingly insignificant change in ear shape can cause dra- 
matic changes in HRTF. 

We perform an exploratory study on the hypothesis that 
the HRTF structure is related to the ear parameters. Specif- 
ically, given the database of the HRTFs of 43 persons along 
with their ear measurements we select the closest match to 
the new person by taking the picture of her ear, measur- 
ing the di parameters from the image and finding the best 
match in the database. If the measured value of the param- 
eter is di and the database value is di, then the parameter 
error ei = (d^i - di)/di, the total error E = Ci e: and the 
subject that minimizes the total error E is selected as the 
closest match. Matching is performed separately for the left 

We have developed a graphical interface for fast selec- 
tion of the best-matching HRTF from the database. The 
pictures of the left and the right ear of the new virtual audio 
system user are taken with two cameras (a sample is shown 
in Figure 3). An operator identifies key points on the ear 
picture and measures the ear parameters described above. 
The parameters ds and 02 are not measured since they can’t 
be reliably estimated from pictures and 01 is used to com- 

Figure 3. Sample picture of the ear with the 
measurement control points marked. 

pensate for the difference between pinna rotation angles of 
the system user and the selected best-matching subject. The 
matching is done in less than a minute using only the ear 
picture, and no listening tests are necessary. 

3 Results 
We performed a series of tests to verify whether the cus- 

tomization has a significant effect on the localization per- 
formance and the subjective experience of the virtual audio 
system user. The audio rendering system is described in de- 
tail in [2]. The system is based on a fast dual-processor PC 
with no specialized hardware, except for the head tracker. 
The test sounds are presented through headphones, and the 
head tracker measures the head position when the subject 
“points” to the virtual sound source with her nose. The 
test sound was three 75ms bursts of white noise with 75 
ms pauses between them, repeated every second. 

We performed two series of the experiments with the 
same 6 subjects. In the first series, the “generic” HRTF 
was used for the VAS rendering, which was taken to be 
the HRTF of a real person measured in an anechoic cham- 
ber. That person was not among the test subjects. In the 
second series, the best-matching HRTF was selected from 
the database and used for VAS rendering. The test sessions 
themselves consisted of a short training period and the real 
test, when the test sound described above is played in some 
location in the space with the azimuth (p E [-90,901 and 
the elevation 8 E [-45,451, and the subject is asked to point 
at the location of the source with her nose. The perfect lo- 
calization corresponds to (p = 0,8 = 0 in the coordinate 
system linked to the subject’s head. On localization, the 
subjects presses the button on the keyboard and is presented 
with the next source. The series consists of 20 randomly 
selected positions. The results for the generic HRTF are 
presented in the Table 1, and the Table 2 contains the re- 
sults when the HRTF that best matches that subject’s ear 
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parameters are used. For both tables, the average value of 
the modulus of error in both azimuth and elevation and the 
average value of the azimuth and elevation error themselves 
(the bias) are reported. 

Table 1 

Table 1 corresponds to the results obtained with one 
generic HRTF for all six subjects. Some subjects perform 
better than the others, and localization in azimuth is gener- 
ally better than in elevation. Considering elevational local- 
ization (which is believed to be hampered most by using of 
non-individualized HRTF), subject 3 performs quite good; 
performance of subjects 1, 2 and 6 is close to the average 
and subjects 4 and 5 perform poorly. 

Table 2 

Table 2 results are for the case of the best-matching 
HRTF from the HRTF database. Azimuthal localization 
was not the priority task for the subjects for this test. It 
is clear that the elevation localization performance is im- 
proved consistently by 20-30X for 4 out of 6 subjects. Im- 
provement for the subject 5 is marginal and subject 6 per- 
forms actually worse with the customized HRTF. 

The objective performance criteria agrees with the sub- 
jective performance estimated by subjects themselves. Sub- 
jects 1 through 4 reported that they are able to better feel 
the sound source motion in the median plane and the VAS 
synthesized with the personalized HRTF sounds better (bet- 
ter externalization and better perception of DOA and source 
distance). Subject 5 reported that motion can’t be perceived 
reliably both with generic and customized HRTF, which 
agrees with experimental data. Subject 6 also reports that 
the generic HRTF just “sounds better”. 

4 Conclusions and future work 
Overall, it can be said that the customization based on vi- 

sual matching of ear parameters can provide significant en- 
hancement for the users of the virtual auditory space. This is 
confirmed both by objective measures, where the localiza- 
tion performance increases by 30% for some of the subjects 
(the average gain is about IS%), and by subjective reports, 
where the listener is able to distinguish between HRTFs that 
“fits” better or worse. These two measures correlate well, 
and if the customized HRTF does not “sound” good for a 
user a switchback to the generic HRTF can be made easily. 

The performed customization is a coarse “nearest- 
neighbor” approach, and the HRTF certainly depends on 
much more than the 7 parameters measured. Still, even with 
such a limited parameter space the approach is shown to 
achieve good performance gain. 

For performing statistically valid customization we must 
develop a predictive theory that can link anthropometric 
measurements to specific features. Such an approach can 
perhaps be developed using accurate modeling of the ear 
shape and numerical solution of the wave propagation equa- 
tion. This approach is also a subject of active research work 
both in our lab and at other institutions worldwide. 
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