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Experimental data is available for the Head Related Impulse Response (HRIR) for several azimuth
and elevation angles, and for several subjects. The measured HRIR depends on several factors such
as reflections from body parts (torso, shoulder and knees), head diffraction, and reflection/diffraction
effects due to the external ear (pinna). Due to the combined influence of these factors on the HRIR,
it is difficult to isolate features thought to be perceptually important (such as the frequencies of pinna
spectral notches) using standard signal processing techniques. Signal processing methods to extract
the frequencies of the pinna spectral notches from the HRIR are presented. The techniques are
applied to extracting features from the publicly available CIPIC1 HRIR database. A brief discussion
relating the notch frequencies to the physical dimensions and the shape of the pinna is given.

I. INTRODUCTION

Humans have an amazing ability to localize a sound source,
i.e., determine the range, elevation and azimuth of the sound
source relative to them.2–4 The mechanisms responsible for
the localization ability of the human hearing system have been
fairly well understood though not completely. Interaural Time
and Level Differences (ITD and ILD) are known to provide
primary cues for localization in the horizontal plane, i.e., az-
imuth of the sound source.4–7 However these differences do
not account for the ability to locate sound for positions in
the so calledcone of confusion, which have the same ITD
cues63. This can be explained in terms of the spectral filter-
ing provided by the torso, head and the pinnae. This filtering
is usually described by a complex frequency response func-
tion called the Head Related Transfer Function (HRTF). For
a particular sound source location, the HRTF is defined as the
ratio of the complex sound pressure level(SPL) at the eardrum
to the SPL at the location of the center of the head when
the listener is absent64. All acoustic cues resulting from the
scattering of the incident sound by the torso, shoulder, head,
and pinnae are captured by the HRTF. The corresponding im-
pulse response is called the Head Related Impulse Response
(HRIR).
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The prominent features contributed by the pinna
are the sharp spectral notches and the peaks. There
is substantial psychoacoustical,8,9 behavioral,10–12 and
neurophysiological13–16 evidence to support the hypothesis
that the spectral notches caused due to interaction of the sound
with the pinna are important cues for vertical localization,
i.e., elevation of the source65.

The focus of the work presented in this paper is to auto-
matically extract the frequencies corresponding to the spectral
notches66. The experimentally measured HRIR includes the
combined effects of the head diffraction and shoulder, torso,
and as an artifact, the knee reflection. We develop signal pro-
cessing techniques to extract the frequencies of the spectral
notches due to the pinna, guided by our prior knowledge of
the physics of the problem.

The temporal and spectral features in the HRIR/HRTF use-
ful for localization have been previously studied in different
ways. Contributions of different parts such as the pinna, head,
torso and shoulder to these features have been studied us-
ing the KEMAR mannequin.17,18 Analytical solutions were
obtained using simple geometrical models for the head and
torso.19–22 While good geometrical models exist for the ef-
fects of head, torso and shoulders, a simple model for the
pinna that connects pinna anthropometry to the features in
the HRIR does not exist. One difficulty in developing such
models is that it is difficult to automatically extract these fre-
quencies from measured data. Once we have the frequencies
of the spectral peaks and notches, a model for the pinna could
be build by relating them to the shape and the anthropometry
of the pinna.

Several studies were made to approximate the HRTFs by
pole-zero models.23–27 These studies fit a pole-zero model
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based on suitable error measure. The perceptual significance
of the resulting poles and zeros is not obvious in most cases.
Ideally, we would like to fit a model to account for the per-
ceptually relevant features in the HRIR/HRTF. The model
would typically require high orders to capture the nulls due
to torso/shoulder reflection. Moreover, even with increased
model order it is not guaranteed that the perceptually relevant
spectral notches will be captured. Most of the above studies
also do not provide measurable values for the features in the
experimental data like frequencies of spectral notches.

In Section II we give a summary of the previous exper-
imental, behavioral and neurophysiological results available
on dummy models, humans and animals. In Section III we
discuss signal processing techniques we will use for extract-
ing the notch frequencies. Application of these techniques to
HRIR data is illustrated in Section IV. In Section V two meth-
ods are proposed to extract the frequencies of spectral notches
corresponding to pinna. The methods are based on the resid-
ual of a linear prediction model, windowed autocorrelation
functions, group-delay function and all-pole modelling. In
Section VI the method is applied to the HRIR data for differ-
ent subjects in the public domain CIPIC1 HRIR database. In
Section VII we suggest further studies that can be carried out
using the extracted frequencies of the pinna spectral notches.
We also discuss methods for relating the frequencies of the
spectral notches due to pinna to the shape and physical di-
mensions of the pinna.

II. ANALYSIS OF HRIR

The analysis of the HRIR is usually performed using ex-
perimental data obtained with real subjects,1,28 experimen-
tal data obtained with the KEMAR or other mannequin,1,29

theoretical data obtained with some simplified geomet-
rical models17–19,30–33 and data obtained from numerical
modelling.33–35 While we mainly discuss how different
anatomical parts contribute to different features, we also pro-
vide a brief discussion as to whether each of these features
are relevant for the perception of the direction of sound.
Previous studies that discuss the relevance of different fea-
tures for the perception of sound location can be classi-
fied as: controlled psychoacoustical,8,9 behavioral10–12 and
neurophysiological13–16,36experiments done both on humans
and animals.

The HRIRs used for analysis in our paper were taken from
the CIPIC database.1 This is a public domain database of high
spatial resolution HRIR measurements along with the anthro-
pometry for 45 different subjects. The azimuth is sampled
from−80o to 80o and the elevation from−45o to +230.625o

in a head-centered interaural polar coordinate system. The in-
teraural axis is the line passing through the center of the left
and the right ears. The origin of this spherical coordinate sys-
tem is the interaural midpoint, which is exactly the midpoint
of the line joining the two ears. This point is usually somewhat
below and behind the center of the head. The azimuth angleθ
is the angle between a vector to the sound source and the ver-
tical median plane or the midsagittal plane, and varies from
−90o to +90o. An azimuth of+90o corresponds to the right

side of the subject and−90o corresponds to the left side of the
subject, whileθ = 0o defines the midsagittal plane. The ele-
vationϕ is the angle from the horizontal plane to the projec-
tion of the source into the midsagittal plane, and varies from
−90o to 270o. The elevation sequence−90o,0o,90o,180o and
270o corresponds, respectively, to locations below, in front of,
above, back and below the subject.

For any given azimuth, we form a 2-D array, where each
column is the HRIR or the HRTF for a given elevation, and
the entire array is displayed as an image67. This method of
visualization helps identify variation of different features with
elevation. Figure 1 shows the HRIR and HRTF images (for
all elevations) corresponding to azimuth00 for the right ear for
subject 10 in the CIPIC database. In Figure 1 (a) the gray scale
value represents the amplitude of HRIR, and in Figure 1 (b)
it is the magnitude of the HRTF in dB. The different features,
thought to correspond to different structural components are
also marked by hand.

Composition of the responses in terms of head diffraction
effects, head and torso reflection, pinna effects and the knee
reflection artifact can be seen both in the time domain and in
the frequency domain. Most of the features marked in Fig-
ure 1 were confirmed experimentally with the KEMAR man-
nequin, where the responses were measured by removing and
adding different parts like the pinna, head and torso.18 Con-
sider the HRIR image plot as shown in Figure 1 (a). Three
distinct ridges which are marked as1, 2 and3 can be seen in
the HRIR image plot. The first distinct feature is due to the
direct sound wave that reaches the pinna. The difference be-
tween the time of arrival for the left and the right ear is the
Interaural Time Difference (ITD). It can be seen that the ITD
has a slight dependence on the elevation. At the gross level
the Interaural Time Difference (ITD) provides the significant
binaural effect, which enables us to determine the direction in
the horizontal plane, i.e, the azimuth of the source. Experi-
mental studies, and also the correlation of the measured delay
and the estimated delay from the head measurements using the
spherical head model37 or the ellipsoidal head model,38 sup-
port this view. The Interaural Level Difference (ILD) between
the left and the right ear also helps to reinforce the horizontal
localization. The duplex theory5 explains the horizontal local-
ization of the sound in terms of the ITD and the ILD cues. It is
likely that features in the interaural spectral level differences
also might provide significant binaural cues.7

Referring to Figure 1 (a) we see that immediately after the
direct wave, activity is seen in the close vicinity, which is due
to diffraction of the sound around the head and the pinna. The
corresponding diffraction pattern due to the head in the fre-
quency domain can be explained by Lord Rayleigh’s analyt-
ical solution for scattering from a sphere.5,20 The diffraction
pattern is not clearly visible in the HRTF image. The effect of
head diffraction is more prominent in the contralateral HRTF
than in the ipsilateral HRTF.30

The second valley shaped ridge between1 ms and2 ms is
due to the reflected wave from the torso, reaching the pinna.
The delay between the direct and the reflected sound from the
torso is maximum above the head, and decreases on either
side. This can be explained using simple ellipsoidal models
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FIG. 1. a) HRIR and (b) HRTF images for the right ear for subject 10 in the CIPIC database for azimuth angleθ = 0o for all elevations varying
from−45o to +230.625o. The different features are marked in both the HRIR and the HRTF plots. In (a) the gray scale value represents the
amplitude of HRIR, and in (b) the gray scale value is the magnitude of the HRTF in dB.

for the head and torso.21 In the frequency domain the effect
of this delay is the arch shaped comb-filter that can be seen
throughout the spectrum (see Figure 1 (b)). The delayed com-
ponent is not prominent for negative elevations due to shadow-
ing by the torso.21 Some studies have shown that the notches
of the comb-filter in the low frequency range (< 3 kHz) could
be used as a potential cue for vertical localization for low fre-
quency sounds.17

The activity seen after2 ms is due to knee reflections, since
these measurements were done with the subjects seated.1 This
is confirmed by the observation that similar activity is not seen
in the back (ϕ > 90o). The other artifact is the faint pulse
(marked 4 in Figure 1(a)) seen arriving before the main pulse.
It is interesting to see that the location of the faint pulse varies
with elevation. This is probably due to the nature of the ER-
7C probe microphone used in the measurements.1 The ER-7C
microphone has a 76 mm silicone probe tube which conducts
the acoustic wave to the microphone.39 It is likely that the
signal first hits the microphone outside before reaching the
probe68. The maximum delay between the faint pulse and the
direct pulse is around 0.25 ms which roughly corresponds to
the length of the probe tube.

The other prominent features in the frequency domain, but
difficult to in the time domain, are the prominent notches
above5 kHz. Three prominent notches can be seen in Fig-
ure 1(b) for elevations from−45o to 90o. As the elevation in-
creases the frequency of these notches increases. Experiments
with the KEMAR mannequin, in which the HRIRs were mea-
sured with and without the pinna,18 confirm that these notches
are caused due to scattering of acoustic wave by the pinna.

Various models have been proposed to explain the cause of
these notches. Batteau40 was the first to suggest that the struc-
ture of the pinna caused multiple reflections of sound, and the
delay between the direct and the reflected sound varies with

the direction of the sound source, providing a localization cue.
These delays cause the notches in the spectrum. Hebrank and
Wright11,41 attributed the pinna spectral notches to the reflec-
tion of sound from the posterior concha wall. This idea was
further refined by Lopez-Poveda and Meddis42 who incorpo-
rated diffraction in the model, and predicted spectral notches
that agreed closely with the measured ones. Their model pre-
dicts the elevation-dependent spectral features corresponding
to the transverse dimensions of the concha. Specifically the
first and the third nulls matched with their prediction. How-
ever the second null was not predicted. This notch could be
due to the crus helias (the concha is partly divided by the crus
helias), which they did not include in their model (See Fig-
ure 23(a) for a picture of the human pinna). They also showed
that a simple delay model may not accurately predict the lo-
cation of the notches (perhaps due to diffraction effects). The
notches in the contralateral side can be explained if one as-
sumes that the sound creeps around the head entering the con-
tralateral concha at approximately the same elevation angle as
the source was at in the ipsilateral hemisphere.42

Also present in the response are the resonances due to the
pinna (the bright patches in the HRTF image in Figure 1 (b)),
which were experimentally measured by Shaw43 and numer-
ically verified by Kahana and Nelson.34 Shaw described six
normal modes of resonances under the blocked meatus con-
dition based on experimental measurements for10 subjects.43

The first mode is a simple quarter-wavelength depth resonance
with uniform sound pressure across the base of the concha. It
is strongly excited from all directions. The other modes are es-
sentially transverse, and fall into two groups: A vertical pair
(modes 2 and 3) and a horizontal triplet (modes 4, 5 and 6)
(See Figure 26).

The question that naturally arises is which features of
the pinna scattering contribute to the localization abilities.
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Psychoacoustical experiments have demonstrated that high
frequencies are necessary for localization in the vertical
plane.12,41,44 By progressively occluding the pinna cavities,
it was shown that localization ability decreases with increas-
ing occlusion.12 Hoffman et. al10,45 measured the localization
ability of four subjects before and after the shapes of their ears
were changed by inserting plastic moulds in the pinna cav-
ity. Although localization of sound elevation was dramatically
degraded immediately after the modification, accurate perfor-
mance was steadily acquired again. Hebrank and Wright11

showed that binaural and monaural subjects have similar dif-
ficulty in localizing unfamiliar sounds, and show that monau-
ral subjects can easily be trained to localize as well as they
would binaurally. These results suggest median plane local-
ization is a monaural process and the pinna cues seem to be
the dominant ones for elevation perception.

The spectral peaks and the notches are the dominant cues
contributed by the pinna. Since the notch frequency varies
smoothly with elevation, it is thought to be the main cue for
perception of elevation. On the other hand, the spectral peaks
do not show this smooth trend. However, it is likely that
the presence or absence of the spectral peak could itself be
a strong cue for the elevation. For example, the second nor-
mal mode identified by Shaw is excited strongly only for ele-
vations around900. This is consistent with experiments by
Hebrank and Wright41 where the one-octave peak between
7-9 kHz was identified as theabove cue. Wright et. al.9

present experiments to determine whether delays caused due
to pinna reflections are detectable by humans. The results
show that delay times of 20µsec are easily recognizable when
the amplitude ratio of the delayed signal to the leading signal
is greater than 0.67. Just noticeable results agreed with the
measurements of the minimum audible angle for monaural lo-
calization. Moore et al8 describe experiments on the detec-
tion and discrimination of spectral peaks and notches. The
results suggest that spectral peaks are more salient than spec-
tral notches. However, changes in the center frequency of the
notches are detectable even for rather narrow notches.

There is some neurophysiological evidence indicating that
spectral notches are a dominant cue for perception of eleva-
tion. Experiments on cats suggest that single auditory nerve
fibers are able to signal in their discharge rates the presence
of a spectral notch embedded in bursts of noise or in con-
tinuous noise.13 For high-spontaneous rate fibers, a moving-
notch stimulus reduced the discharge below the spontaneous
rate at and in the immediate vicinity of the most effective
notch frequency. This suggests a mechanism by which lo-
calization ability is enhanced when there is relative motion
between the sound source and the head. This vertical illu-
sion that was observed in cats15,36 can be explained well by a
model that attributes vertical localization to recognition of the
spectral shape cues. When cats were presented with simulta-
neous sounds located in the horizontal plane, they oriented to
a location on the vertical midline about 8 degrees above the
horizontal plane. The spectra resulting from the interaction
of two simultaneous sound sources located in the horizontal
plane is marked by a conspicuous spectral notch near 12 kHz.
Examination of the cats filter function for single sound source

showed that the filters for elevation near 8 degrees showed a
notch near 12 kHz.

These studies suggest that the pinna spectral notches play a
crucial role in the elevation perception.

III. SIGNAL PROCESSING TECHNIQUES

In this section we briefly review some important signal
processing techniques which will be used in the later sec-
tions. While some of these methods are standard, we prefer
to present them here, to collect all methods in one place, and
to establish notation.

A. Spectrum analysis

The most obvious way of looking for features in any sig-
nal is by spectrum analysis.46 The signals are sampled suit-
ably, and the sampled discrete-time signals are used for fur-
ther processing. The sampling frequency determines the high-
est frequency of interest, which, in the case of the HRIR data
in the CIPIC database1 is 22.05 kHz (sampling frequency is
44.1 kHz). Figure 2 shows the plot of 200 samples of a HRIR
and the corresponding spectrum (HRTF) computed as the log
squared magnitude of 1024-point Discrete Fourier Transform
(DFT) of the 200 samples data with zeros padded. TheN
point squared magnitude spectrum of a sequencex(n) is

X(k) = |
N−1∑
n=0

x(n)e−j(2π/N)kn|2. k = 0, 1, . . . , N − 1 (1)

The number of points used to compute the DFT decides the
spacing of the sampling points in the frequency domain. It
does not add any new information, nor improve the resolution
in the frequency domain, though it does change the visible fine
structure in the spectrum. The resolution is determined by the
number of signal samples used in the time domain, which in
this case is 200. The spectral features are reflected both in
the envelope of the magnitude spectrum and in the fine struc-
ture. The envelope information corresponds mostly to the de-
pendence of the adjacent samples in the time sequence. The
fine structure corresponds normally to the samples (or pulses)
which do not have dependencies on adjacent samples. Pe-
riodic nulls in the fine structure of the spectrum correspond
to impulses separated by a delay in the time domain. Aperi-
odic or isolated nulls are also possible due to noise and due
to a signal with a short sequence of samples corresponding to
the Finite Impulse Response (FIR) of a system. Typically fea-
tures due to spectral nulls are affected significantly by additive
noise to the signal.

B. Pole-zero modelling

The peaks and valleys of the spectral envelope are useful
features for most signals. The frequencies of the peaks and
valleys can be measured from the spectrum, but if done man-
ually introduces errors due to human judgement. Since the
spectral envelope is mostly dictated by the locations of peaks
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FIG. 2. (a) A typical HRIR for an elevation of45o and an azimuth
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plots the all-pole spectrum and the pole-zero spectrum are displaced
vertically by 5 dB and 10 dB, respectively, for clarity.

and valleys, pole-zero models can be used to fit the data either
in the time domain or in the frequency domain.47,48

If x(n) is the output of a pole-zero model with input signal
u(n), thenx(n) can be predicted using linear combinations of
past outputs and inputs, i.e.,

x(n) = −
p∑

k=1

akx(n− k) + G

q∑

l=0

blu(n− l), (2)

where{ak, k = 1, . . . , p}, {bl, l = 1, . . . , q} andb0 = 1
are the parameters of the system, andG is the gain.46 Taking
thez-transform on both sides, the system transfer function is
given by

H(z) =
X(z)
U(z)

= G
1 +

∑q
l=1 blz

−l

1 +
∑p

k=1 akz−k
, (3)

where,X(z) = 1+
∑q

l=1 blz
−l andU(z) = 1+

∑p
k=1 akz−k

are thez-transforms of thex(n) andu(n), respectively andz
is a complex variable. The spectrum of the pole-zero system
(model) is given by evaluatingH(z) on the unit circle in the
complex plane, i.e.,

|H(z)|2z=ejω = G2| 1 +
∑q

l=1 ble
−jωl

1 +
∑p

k=1 ake−jωk
|2. (4)

If all {ak}s are zero, then the system is called an all-zero
system or an FIR system. If all the{bl}s are zero, then the
system is called an all-pole system. If any of the{ak}s are
non-zero, then the system is called an IIR system.

If x(n) is assumed to be the output of an all-pole system of
orderp, then it is given by,

x(n) = −
p∑

k=1

akx(n− k) + Gu(n). (5)

We assume thatu(n) is unknown. Then the signal can be
predicted approximately from a linearly weighted summation
of the pastp samples, i.e.,

x̂(n) = −
p∑

k=1

akx(n− k). (6)

The error in the prediction is therefore given by,

e(n) = x(n)− x̂(n) = x(n) +
p∑

k=1

akx(n− k). (7)

The sequencee(n) is also known as theLinear Prediction
(LP) residual. The total squared error is

E =
∑

n

e(n)2 =
∑

n

[ x(n) +
p∑

k=1

akx(n− k) ]2. (8)

Minimization of the mean squared error with respect to the
coefficients{ak} gives the following normal equations47

p∑

k=1

akR(n− k) = −R(k), k = 0, 1, . . . , p, (9)

whereR(k) =
∑

n x(n)x(n−k) is called the autocorrelation
function for a lag ofk samples. Eq. 9 can be solved to get
the coefficients{ak}. Substituting the solution of the normal
equations Eq. 9 into the expression for the error in Eq. 7 gives
the sequence corresponding to the minimum total error, the
LP residual. This is called linear prediction analysis.47

The system (or model) represented by the system function
with linear prediction coefficients{ak} is given by

A(z) = 1 +
p∑

k=1

akz−k, (10)

and is called the inverse (all-zero) system. The corresponding
all-pole model is

H(z) =
1

A(z)
=

1
1 +

∑p
k=1 akz−k

. (11)

From the response evaluated on the unit circle in thez-plane,
we get the all-pole spectrum as

|H(ω)|2 = |H(z)|z=ejω |2 = | 1
1 +

∑p
k=1 akz−k

|2. (12)

The pole-zero model for the given data can be obtained us-
ing an iterative method.48 Pole-zero models for the spectrum
envelope can also be obtained using a pole-zero decomposi-
tion of the group-delay function derived from the cepstrum,
which is the inverse DFT of the log magnitude spectrum.49,50

Pole-zero models are not effective in capturing the spec-
tral nulls if there is additive noise in the signal data. All-pole
modelling is also not effective for noisy signals, but all-pole
models pick up the dominant spectral peaks most of the time.
The order of the model determines the number of peaks in
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FIG. 3. Group delay function of an all-zero model. (a) Location
of the zeros of an FIR system consisting of two pairs of complex
conjugate zeros, (b) the corresponding FIR, (c) the log magnitude
spectrum and (d) the group-delay function.

the model spectrum. If the order is higher than desired, then
there can be spurious peaks. Figure 2(b) shows the spectrum
for a (12, 12)th order pole-zero model for the signal shown in
Figure 2(a). Figure 2(b) also shows the spectrum for a12th

order all-pole model for the same signal. In both cases, there
is a good fit for the envelope of the spectrum, but important
features such as nulls and peaks of the spectra are missing in
the model spectra.

Pole-zero or all-pole models merely approximate the spec-
trum envelope, as best as they can, depending on the order
of the model and the criterion used for approximation. Both
the order and the criteria are independent of the nature of the
signal being analyzed, and also the features expected to be
highlighted. Thus these modelling techniques are unlikely to
bring out the specific features one is looking in the HRIR sig-
nal. Moreover, the resolution of the peaks and the valleys in
the spectral envelope depends on the order of the model. If
the order is high, weak features also may be captured, but
then there will be many spurious peaks and valleys, which are
difficult to interpret.

C. Group-delay function

The group delay function is the negative of the derivative
of the phase spectrum of a signal.51,52 If X(ω) is the com-
plex frequency response of a signalx(n), then the group-delay
functionτ(ω) is given by,

τ(ω) = −dθ(ω)
dω

(13)

whereω is the angular frequency, andθ(ω) is the phase an-
gle of X(ω). The group-delay function has some interesting
properties which may help in extracting the spectral features
better. The additive nature of the phase spectra of systems in
cascade and the high frequency resolution properties of the
group-delay functions help in providing better resolution of
peaks and valleys in the spectral envelope even for short time
segment of the data.51 The group-delay function of a signal
x(n) can be computed directly using the Fourier transform
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FIG. 4. Group delay function of an all-pole model. (a) The magni-
tude spectrum of an all-pole model with two poles and (b) the corre-
sponding group-delay function.

of x(n) andnx(n) as follows.53 Let X(ω) andY (ω) be the
Fourier transforms ofx(n) andnx(n), respectively. Then

X(ω) =
N−1∑
n=0

x(n)e−jωn = XR(ω) + jXI(ω),

Y (ω) =
N−1∑
n=0

nx(n)e−jωn = YR(ω) + jYI(ω). (14)

Since

log X(ω) = log |X(ω)|+ jθ(ω), (15)

the group-delay function can be written as

τ(ω) = − d

dω
[θ(ω)] = −Im(

d

dω
[log X(ω)])

=
XR(ω)YR(ω) + XI(ω)YI(ω)

X2
R(ω) + X2

I (ω)
, (16)

whereIm(z) corresponds to the imaginary part ofz.
For an all-zero system, given by the FIR sequence shown in

Figure 3(b), the group-delay function is shown in Figure 3(d).
The distribution of the zeros in thez-plane is shown in Fig-
ure 3(a). The group-delay function in Figure 3(d) shows peaks
for zeros outside the unit circle, and valleys for zeros inside
the unit circle. The corresponding log magnitude spectrum is
shown in Figure 3(c). Compared to the log magnitude spec-
trum, the group-delay function shows a better resolution of the
zeros in the frequency domain due to the additive property.51

The group-delay function can also be computed for the re-
sponse of an all-pole model. However, since the response is
an IIR, truncation effects dominate in the group-delay func-
tion. If the coefficients of the all-pole model are known, then
the group delay function can be computed for the inverse of
the model (i.e., all-zero system), and then the negative of the
function is used to obtain the exact group-delay function of
the all-pole model. Figure 4 shows the group-delay function
and the log magnitude spectrum of an all-pole model, to illus-
trate the high resolution property of the group-delay function.
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FIG. 5. (a) An FIR signal along with an attenuated delayed com-
ponent, (b) the corresponding autocorrelation function, (c) the log
magnitude spectrum and (d) the group-delay function. The dotted
lines show the original spectrum and the group-delay function with-
out the delayed component. The effect of the delay is to produce
periodic notches in the spectrum.

Since in this case all the roots are inside the unit circle in the
z-plane, there are only peaks in the group-delay function, but
these are extracted with higher resolution compared to the log
magnitude spectrum.

The difficulty with the computation and interpretation of
the group-delay function computed directly from the signal
is that if there are roots (poles or zeros) lying close to or on
the unit circle, the value of the group-delay function at these
frequencies will be very large (positive or negative), masking
the other roots, when observed at the the same scale in the
plot. Moreover, windowing in the time domain produces sharp
nulls in the spectrum, and hence large amplitudes in the group-
delay function. Periodic nulls in the spectrum are also caused
by strong impulses in the signal. The group-delay function
preserves all the spectral details.

D. Autocorrelation function

The autocorrelation functionR(m) of a signalx(n) of
lengthN is given by

R(m) =
N−1∑
n=m

x(n)x(n−m), R(−m) = R(m) (17)

The autocorrelation function of a signal produces asymp-
totically reducing amplitudes, which may help in computing
the group-delay function better, preserving most of the details
of the spectral envelope, and mitigating the effects of window-
ing on the group-delay function. The autocorrelation function
also helps in detecting the delays, if there is a delayed signal
component in the signal. But the reflected signal should have
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FIG. 6. (a) A HRIR signal, (b) its autocorrelation function, (c) its
12th order LP residual, (d) autocorrelation function of the LP resid-
ual and (e) Hilbert envelope of the LP residual.

the same characteristics of the original signal. Figure 5 shows
a signal with a delayed component, and its corresponding au-
tocorrelation function. The log magnitude spectrum and the
group delay functions are also shown. The dotted line shows
the original spectrum and the group-delay function without
the delayed component. The effect of the delay is to produce
periodic notches in the spectrum. The disadvantage of the au-
tocorrelation function is that temporal details of the original
signal are smeared, especially when the delayed signal is dif-
ferent from the main signal.

E. Linear Prediction Residual

As discussed in Section III B, Linear prediction analysis is
used to derive an all-pole model for the given signal.47 Linear
prediction analysis can also be interpreted as the removal of
redundancy in the signal samples by removing the predictable
part from the signal. In this analysis the linearly weighted past
samples are used to predict the sample at the current sampling
instant. The linear weights or Linear Prediction coefficients
(LPCs) are obtained by solving the normal equations as ex-
plained before. The LPCs determine the best all-pole filter for
a given order of the model. Thus, LP analysis can be used to
extract spectral peaks in the spectrum. The residual signal is
obtained by subtracting the predicted value at a given instant
from the actual sample value at that instant, and is also called
linear prediction (LP) residual. The LP residual looks like
noise, as correlation among samples is significantly reduced
compared to the original signal. The autocorrelation function
of the LP residual looks like an impulse at the origin (zero de-
lay) with very small amplitudes for other lags. Figure 6 shows
a signal, its LP residual and autocorrelation function. The au-
tocorrelation of the signal is also shown for comparison.

The autocorrelation function of the LP residual enhances
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FIG. 7. Effect of windowing the response of an all-pole model.(a)
The IIR of a four pole system and two windows (half Hann and rect-
angular, 1.5 ms) and (b) the log magnitude of the original and the
windowed signals. Each of the spectra are successively shifted by
10 dB for clarity. Each pair of complex conjugate poles produce one
peak in the spectrum.

the delay information if the signal has a delayed signal com-
ponent. This delay is seen in the second large peak in the
autocorrelation function of the LP residual. Interestingly this
peak due to the delay may appear even if the delayed signal
has characteristics different from the main signal component.
Thus, the autocorrelation function of the LP residual can be
used to determine these. However, if there is more than one
delayed component, say atτ1 andτ2, then the autocorrelation
function of the LP residual will have secondary peaks at sev-
eral other instants such asτ1 ± τ2, in addition to those atτ1

andτ2.
The instants of large error in the LP residual are also indica-

tive of the delays, and the temporal relations of these delays
are exactly the same as in the original signal. However, due
to noise and also imperfect linear prediction model, there will
be significant error values at many other instants, making it
difficult to isolate the instants corresponding to the delays. To
reduce the effects of other error samples, the Hilbert envelope
of the LP residual can be used.

F. Hilbert Envelope

The Hilbert Envelope (HE)h(n) of a signale(n) is com-
puted as follows54:

h(n) =
√

e(n)2 + eH(n)2, eH(n) = IDFT [v(k)], (18)

whereeH(n) is the Hilbert transform of the signale(n), and

v(k) = jE(k), k = 0, ...., N/2− 1
v(k) = −jE(k), k = N/2, ...., N − 1 (19)
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FIG. 8. Effect of windowing the response of a pole-zero model.(a)
The IIR of a three pole three zero system and the two windows (half
Hann and rectangular, 1.0 ms) and (b) the log magnitude of the orig-
inal and the windowed signals. Each of the spectra are successively
shifted by 10 dB for clarity.

E(k) = DFT [e(n)], (20)

andN is the number of DFT points. The HE of the LP resid-
ual is shown in Figure 6(d), where the large amplitude errors
are more visible. Significant additional peaks are also still
present in the HE. These are mostly due to noise and poor
approximation of the LP analysis.

G. Windowing

Windowing of a signal is used to focus on the segment that
needs to be analyzed. The size and the shape of the win-
dow can alter the features in the spectral domain significantly.
When shorter time windows are used, the peaks in the spectral
domain are broadened, and closely spaced peaks may merge.
The spectral nulls are also affected significantly by short win-
dows and are either modified, or lost, or new nulls are intro-
duced due to the short window. We also note that peaks in the
spectrum can significantly alter the shape of the nulls. This is
because windowing in the time domain is equivalent to convo-
lution of the spectrum of the window and the signal. Shorter
windows have a broad main lobe in the spectrum, which when
convolved with a spectrum with sharp peaks can produce a
spectrum where the peaks are broadened and merged. Figure 7
shows the spectrum of the IIR signal of an all-pole system
when the response is windowed. The use of tapered windows
like the Hann window53 may reduce the fluctuations caused
by truncation of the signal due to a rectangular window, but
the effects due to small size of the window still remain.

If the features that are desired to be extracted are both in
the spectral peaks and nulls, then windowing affects the nulls
in the resulting spectrum due to the presence of spectral peaks
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FIG. 9. Effect of windowing the LP residual of the response of the
pole-zero model. (a) The12th order LP residual of the signal shown
in Figure 8 and two windows (half Hann and rectangular, 1.0 ms)
and (b) the log magnitude of the original and the windowed signals.
Each of the spectra are successively shifted by 10 dB for clarity.

as shown in Figure 8. The effect of windowing is significantly
less when an LP residual is used as shown in Figure 9. But the
features of the spectrum that are retained in the model spectra
depend critically on the order of the model, and also on the ob-
jective criterion used for modelling, as discussed earlier. Note
that the effect of the size of window is less for an FIR signal,
which is mainly due to an all-zero system, as long as the size
of the window is greater than the order of the system. But in
the case of noise in practical signals or when the signal is con-
volved with the response of the system, the desired features of
the FIR system are again altered by the windowing. Window-
ing of the LP residual is likely to preserve many of the features
of the spectral nulls, as the samples of the residual are less cor-
related. Windowing of the autocorrelation of the LP residual
may be still better, if the temporal relations are not smeared
due to delayed component signals. This is because the auto-
correlation function reduces the effects of additive noise.

IV. EFFECTS OF SIGNAL PROCESSING
OPERATIONS ON THE HRIR

The experimentally measured HRIRs depend on the fol-
lowing factors: (a) Nature of the excitation signal (the CIPIC
database1 uses Golay-code signals to measure the HRIR.), (b)
position of the microphone (generally most measurements use
the ’blocked meatus’ configuration), (c) azimuth angleθ, (d)
elevation angleϕ, (e) range of the sourcer69, (f) diffraction
effects due to the head, (g) reflections from the torso, shoul-
der and knees, and (h) response of the ear canal and the pinna.
The measured response is compensated for the response of
the excitation signal, so that the HRIR may be assumed as
the impulse response of the acoustic system from the point of

excitation in the room to the point of reception at the micro-
phone placed in the blocked ear canal. The HRIR in the CIPIC
databse is 200 samples at a sampling frequency of 44.1 kHz,
corresponding to 4.54 ms.

Figure 2 shows a typical HRIR (subject 10, right ear, eleva-
tion 45o and azimuth0o) we consider for illustration through-
out this section. This HRIR is the response of the ear due to di-
rect and reflected components, plus noise. The log magnitude
spectrum, a(12, 12)th order pole-zero model spectrum and a
12th order all-pole model spectrum are also shown in the fig-
ure. The plots are displaced vertically to see the details of the
approximation of the spectral envelope by the model spectra.
As can be seen from the plots, due to the combined effects of
different phenomena, it is difficult to isolate the notches due
to the pinna alone. Also, in order to approximate the spec-
trum envelope better, the model would typically require high
(> 30) orders. Even with the increased order, it is not guaran-
teed that the perceptually relevant notches can be captured. It
is difficult to identify and extract the features in the log mag-
nitude spectrum or in the model spectra.

We will examine how signal processing operations dis-
cussed in the previous section influence the extraction of fea-
tures from the HRIR. Observing Figure 2(a) we see that the
direct wave starts at around 0.8 ms. It is desirable to consider
the signal from this time instant. The reason being that in the
measured HRIR there is a faint pulse arriving before the main
direct pulse. This behavior is likely to cause problems in anal-
ysis and hence we consider the signal from the instant of the
main pulse. This instant can be found by taking the slope of
the unwrapped phase spectrum or by locating the instant of the
maximum amplitude in the signal and shifting back till there
is a increase in the signal amplitude70.

There are two prominent reflections one at 1.6 ms (due to
the torso reflection) and another at around 3.2 ms (due to the
knee reflection). To reduce the effects of the reflections on
the analysis, we study two types of windows, Hann window53

and rectangular window. The window functions and their cor-
responding log magnitude spectra are shown in Figure 10 for
a window size of 1.5 ms. We consider the effect of widow size
by considering three sizes 1.0 ms, 1.5 ms and 2.0 ms for both
half Hann and rectangular window. We compute the spectrum
and the group delay function in each case to see if the features
of interest can be enhanced. Four cases are considered: (a)
Windowing the waveform, (b) windowing the autocorrelation
function of the windowed waveform, (c) windowing the LP
residual, and (d) windowing the autocorrelation function of
the windowed LP residual.

As mentioned earlier, windowing is used to reduce the ef-
fects of reflected components. However, windowing reduces
the frequency domain resolution. The artifacts of window-
ing may mask or alter the frequencies of the spectral notches
due to the pinna. In Figure 11 we see that windowing the
waveform reduces the effect of reflection significantly. This
can be seen in Figure 11(b), where the pinna notches appear
prominently, and the notches due to reflection seem to be ab-
sent. The artifacts of windowing can be seen both in the log
spectrum and in the group-delay function, especially for the
rectangular window.
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squared magnitude spectrum of the windows.

Autocorrelation of the windowed signal can be used to re-
duce the effects of truncation in the original signal. Figure 12
shows the effect of windowing the autocorrelation function for
a rectangular windowed signal case. In this case, the spectral
details can be seen better than in the case of direct windowing
of the waveform.

Interdependence of adjacent signal samples makes the win-
dowing less effective. Therefore to reduce this dependence, an
LP residual is derived using a12th order LP analysis.47 Effect
of direct windowing of the LP residual is shown in Figure 13,
where the spectral notches can be seen even better compared
to the plots in Figure 11.

Effect of windowing the autocorrelation function of the
windowed (rectangular) LP residual is shown in Figure 14.
The influence of the spectral peaks on the notches due to win-
dowing is significantly reduced in Figure 13 and 14. Also the
effect of the size of the window is significantly less for the
case of the autocorrelation function of the LP residual then
for the LP residual itself.

Figure 15 shows the windowed spectrum of the HRIR for
elevation−45o and azimuth0o. In this case since the refection
is close to the original signal, the notches caused by reflection
are placed far apart in the frequency domain. As a result the
original spectrum itself is quite smooth, and the notches are
sharply defined. However the windowing still has an advan-
tage in that the pinna notch which was faint in the original
spectrum are highlighted now. See for example the notch be-
tween 8 and 10 kHz marked in Figure 15(b). The notch is very
faint in the original spectrum, but it clearly stands out in the
windowed spectrum.

Finally we examine the potential of the HE of the LP resid-
ual for determining the likely instants of the reflected sounds.
Figure 16 shows the HRIR, its LP residual and the Hilbert en-
velope of the LP residual. The HE of the LP residual shows
significant peaks at the instant of reflections. But there are
many other peaks also, which may be caused by noise in the
signal or poor approximation in the LP analysis. In many

cases the HE of the LP residual helps determine the sizes of
the windows to be used to isolate the effects of reflections.
While the issue of decomposition55 of the HRIR is not ad-
dressed in this paper, we remark that this may help decom-
pose the HRIR into different components contributed by re-
flections, diffraction and pinna effects.

V. DETERMINING THE FREQUENCIES OF PINNA
SPECTRAL NOTCHES

From the previous section it is obvious that windowing in
the time domain helps isolate the direct component of the sig-
nal from the reflected components. The HE of the LP residual
may be used to locate the first major reflection, and hence may
be used to determine the window size approximately. The LP
residual, rather than the original signal, is useful to reduce
the effect of dependencies of the samples, thus making the
windowing more effective. Autocorrelation function of the
windowed LP residual helps to reduce the effects due to trun-
cation and noise. By choosing the windowed autocorrelation
function of the LP residual, one can extract the spectral com-
ponents that depend on the notches caused mainly by pinna.

The features of spectral notches are highlighted in the spec-
tra and in the group-delay functions of the windowed signals.
In fact after reducing/removing the effect of reflections by
windowing, some hidden spectral notches may appear promi-
nently. Those notches were masked by the periodic notches
due to reflections. The resolution of the spectral components
is enhanced in the group-delay function. The presence of sig-
nificant peaks and valleys (ripple effect in the spectrum and
the group-delay function) is due to the windowing effect and
also due to any reflection or noise component in the windowed
signal. The effects of windowing can be reduced to some ex-
tent in the autocorrelation function of the windowed LP resid-
ual. The spectra exhibits smaller ripple effect, which is also
reflected in the group-delay function. However still due to the
high resolution property of the group delay function, there are
many peaks and valleys besides the prominent valleys in the
group-delay function, and it is difficult to isolate only the nulls
caused by the pinna automatically.

In fact for different sizes of the windows the group-delay
function does not alter significantly, at least the prominent
notch regions, as shown in Figure 18. This shows that sig-
nificant features of the spectrum lie within first few samples
of the autocorrelation function. This is because the response
is an all-zero filter (FIR). The ripple effect is reduced signifi-
cantly using smaller window sizes, without affecting the notch
regions. Using the zero threshold for the group delay func-
tion, all valleys below the zero value are marked as relevant
notches and their frequencies are noted. In practice a slightly
higher threshold of -1 was found to give good results and elim-
inate any spurious nulls by windowing. The algorithm for this
method of extracting nulls is given in Table I and the sequence
of signal processing operations is shown in Figure 17.

Another way of determining the frequencies of the notches
of the spectrum is as follows. Since the spectra of the win-
dowed LP residual or its autocorrelation function is a smooth
function with nulls, the spectrum is inverted to obtain a spec-
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FIG. 11. Effect of windowing the HRIR. (a), (b) and (c) show the HRIR and three windows of size 1.0 ms, 1.5 ms and 2.0 ms (both Hann (solid
line) and rectangular window (dotted line)), (d), (e) and (f) show the log magnitude spectra of the windowed signals (the dotted spectrum is
displaced vertically by 10 dB), (g), (h) and (i) show the corresponding group-delay function (the dotted function is displaced vertically by 20).
The windowing effects can be clearly seen in the group delay functions.
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FIG. 12. Effect of windowing the autocorrelation of the windowed
signal. (a) Original HRIR and the rectangular window of 1.0 ms, (b)
Autocorrelation function of the windowed HRIR and a Hann window
of 1.0 ms and (c) log magnitude spectrum of the windowed autocor-
relation function (solid) and of the windowed signal (dotted).

TABLE I. Algorithm 1: Extracting the spectral nulls using zero
thresholded group-delay function of the windowed autocorrelation
function of the windowed LP residual.

• Determine the initial onset of the HRIR and use the HRIR
from that instant.

• Derive thepth (p = 10to12) order LP residual from the given
HRIR (Figure 17(b)).

• Window the LP residual using a half Hann window of around
1.0 ms (Figure 17(c)).

• Compute the autocorrelation function of the windowed LP
residual (Figure 17(d)).

• Window the autocorrelation function using a Hann window of
around 1.0 ms (Figure 17(e)).

• Compute the group-delay function of the windowed autocor-
relation function (Figure 17(k)).

• Zero threshold the group-delay function and locate the local
minima.

trum with prominent peaks as shown in Fig. 19. An all-pole
model can be fit to this spectrum by computing the auto-
correlation function, and then applying the Levinson-Durbin
method47 for the first few (10) autocorrelation coefficients.
The autocorrelation function is obtained by taking the inverse
DFT of the inverted spectrum. The frequencies corresponding
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FIG. 15. The spectrum of the original signal (dashed) and the win-
dowed signal (solid) for HRIR corresponding to elevation−45o and
azimuth0o and a window of 0.7 ms duration.

to the complex roots of the all-pole model correspond to the
frequencies of the prominent nulls in the spectrum of the win-
dowed HRIR. This method of extracting the notch frequencies
is summarized in the algorithm given in Table II.

The advantage of using the group-delay function (in Al-
gorithm 1) is that we need not specify the order (number of
zeros) as in Algorithm 2. Figure 20(a) shows the original log
magnitude spectra for azimuth0o and 25 different elevations
(from−45o to 900). As can be seen, because of the combined
effects of different phenomena, the pinna notches are not that
obvious. Compare this to Figure 20(b) which shows the spec-
tra of the windowed12th order LP residuals. The pinna notch
pattern can be clearly seen. Figure 20(c) shows the group-
delay functions of the windowed autocorrelation functions of
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FIG. 16. (a) HRIR (b)12th order LP residual (c) Hilbert envelope of
the LP residual.

the windowed LP residuals and Figure 20(d) shows the12th

order all-pole model of the inverted spectrum of the windowed
LP residuals.
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FIG. 17. Signal processing steps for extracting the pinna null frequencies (Algorithm 1). (a) Original HRIR signal, (b)12th order LP residual,
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(b), (c), (d) and (e), respectively. The plot (k) shows the group-delay function of the windowed autocorrelation function. The local minima in
the group-delay function (zero thresholded) are shown.

TABLE II. Algorithm 2: Extracting the spectral nulls using an all-
pole model on the autocorrelation function of the inverted spectrum
of the windowed LP residual.

• Determine the initial onset of the HRIR and use the HRIR
from that instant.

• Derive thepth (p = 10to12) order LP residual from the given
HRIR (Figure 17(b)).

• Window the LP residual using a half Hann window of around
1.0 ms (Figure 17(c)).

• Compute the squared magnitude spectrum of the windowed
LP residual (Figure 19(a)).

• Invert the windowed LP residual spectrum (Figure 19(b)).

• Take the IDFT of the inverted spectrum to get the correspond-
ing autocorrelation function.

• Using Levinson-Durbin recursion47 fit a pth (p = 10to12) or-
der all-pole model to the inverted spectrum using the firstp+1
coeffecients of the autocorrelation function (Figure 19(c)).

• The null frequencies can abe obtained form the all-pole model
by factorizing the model polynomial.

VI. SPECTRAL NOTCH FREQUENCIES FOR
DIFFERENT CASES OF HRIR

The algorithms developed in the previous sections are ap-
plied for HRIRs of different subjects and for different eleva-
tions and azimuth angles. Figures 21(a)-(h) shows the spec-
tral notch frequencies for the right ear HRTF corresponding
to subject 10 in the CIPIC database. The notch frequencies
are plotted as a function of elevation for different azimuths.
Note that negative azimuth angles correspond to the contralat-
eral HRTF, with the pinna in the shadow region of the head
and the diffraction effects prominent. However, some pinna
notches are still dominant and we were able to extract them
using the same algorithm. A few notches due to head diffrac-
tion effects also appear (see Figure 21(h)). The pinna notches
in the contralateral side can be explained if we assume that the
sound diffracts around the head entering the contralateral con-
cha at approximately the same elevation angle as if the source
were in the ipsilateral hemisphere.42 However, since elevation
perception is essentially thought to be monaural2 it is likely
that humans use only the near ear (i.e. the ear closest to the
source) for vertical localization. It is still possible that the
pinna notches in the contralateral HRTF could provide extra
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(b) the corresponding group-delay functions of the windowed auto-
correlation functions. The group delay-functions are shifted by a
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FIG. 19. (a) Log magnitude spectrum of the12th order windowed
(1.0 ms Hann) LP residual, (b) the inverted spectrum and (c) a12th

order all-pole fit to the inverted spectrum. The frequencies of the
nulls are marked.

cues for vertical localization. Figure 21 (i) shows the same for
the left pinna for subject 10 and azimuth0o. It was observed
for most subjects that left and the right pinna do not have the
same shape and dimensions.1 The frequencies of the notches
and their variation with elevation are different for the left and
the right pinna. Fig. 21 (a)-(i) shows the same results for 9

different subjects and for azimuth0o. These results demon-
strate that the proposed method is effective in determining the
frequencies of the spectral notches caused by the pinna in all
cases considered.

VII. DISCUSSION AND FURTHER STUDIES

We briefly discuss relating the frequencies of the pinna
spectral notches to the anthropometry and shape of the pinna,
and point out how these extracted pinna notch frequencies can
be used for HRIR modelling, interpolation and customization.
We also relate the notches with the mode patterns discussed
by previous researchers. We hope this discussions and com-
parisons will motivate future work in modelling the pinna fea-
tures from anthropometry.

A. Pinna Reflections

The structure of the pinna is fairly complicated and difficult
to characterize simply. To first approximation the response
can be characterized by peaks and notches observed in the
spectrum. A simple model for pinna notches in terms of the
time delays of reflections off the various features in the pinna
(like the concha and the crus helias), was first suggested by
Batteau.40 Hebrank and Wright11,41 attribute the pinna spec-
tral notches to reflection of the sound from the posterior con-
cha wall. This idea was further refined by Lopez-Poveda and
Meddis42 who incorporated diffraction in the model. Fig-
ure 23 shows the simple reflection model. The direct wave
incident at an angleϕ is reflected from the concha wall. If
x(t) is the incident wave then the total signal measuredy(t)
is the sum of the direct and the reflected wave.

y(t) = x(t) + ax(t− td(ϕ)), (21)

wherea is the reflection coefficient andtd(ϕ) is the time delay
given by

td(ϕ) =
2d(ϕ)

c
, (22)

where2d(ϕ) is the distance corresponding to the delay andc
is the speed of the sound (approximately343m/sec). The dis-
tanced(ϕ) depends on the angleϕ and shape of the pinna. The
delay td(ϕ) causes periodic notches in the spectrum, whose
frequencies are given by

fn(ϕ) =
(2n + 1)
2td(ϕ)

=
c(2n + 1)

4d(ϕ)
, n = 0, 1, . . . (23)

The frequency of the first spectral notch is given by,

f0(ϕ) =
c

4d(ϕ)
(24)

In practice there are multiple reflections occurring in the
pinna. Each reflection gives rise to a spectral notch. In the
previous section we extracted the frequencies of the spectral
notches. From Equation 24 we can calculate the pinna dis-
tanced(φ) corresponding to the notch frequencyf0(φ). As
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FIG. 20. (a) Log magnitude spectra for azimuth0o and 25 different elevations (from−45o to 900.) and the corresponding (b) spectra of the
windowed (1.0 ms Hann)12th order LP residuals, (c) group-delay functions of the windowed (1.0 ms Hann window) autocorrelation functions
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the angleφ is varied, the notch frequency varies depending
on the the shape of the pinna. The variation of the notch
frequency reflects the shape of the pinna. The pinna im-
ages as well as the ear anthropometry are available in CIPIC1

database. The distance can be marked on the pinna image
approximately. Figure 24(a) shows the notch frequencies ex-
tracted for azimuth0o and elevation varying from−45o to
900 (subject 10 right pinna). We consider only elevations in
front of the head since, for elevations behind the ear, it is not
clear what the mechanism of the spectral notches is. For each
of the extracted notches the corresponding distance is plotted
on the image of the pinna (Figure 24(e)) and appears consis-
tent with this argument. It is interesting to see that the shape
and dimensions of the concha are clearly seen in the extracted
frequencies of the spectral nulls. The first spectral null thus
appears to be caused due to reflection from the concha. As the
elevation is varied it traces out the shape of the concha. The
third spectral null could be due to the inner cavity in the con-
cha caused by the crus helias dividing the concha into two.
Figure 24 shows the same results for three other subjects in

the CIPIC database, and exhibits the same trend. Here, we
have presented results only for zero azimuth and varying el-
evation, and future research should complete the analysis for
other different azimuths and elevations, and different subjects.

These results suggest that the shape of the different cavi-
ties in the pinna is as important as the gross dimensions. A
model for the pinna should take this into consideration. Since
measurement of the HRIR is a tedious process, a particulary
appealing method for synthesizing the HRIR would be to take
the image of an pinna and obtain the notch frequencies by an-
alyzing the pinna anthropometry.

B. Interpolation

HRIRs are typically measured for a finite grid and some sort
of interpolation is usually used. Different approaches used in-
clude direct time domain interpolation of HRIRs, direct fre-
quency domain interpolation of HRTFs and interpolation of
principal components in the PCA domain.56 These methods
do not take into account the perceptual significance of the dif-
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FIG. 21. The spectral notch frequencies extracted for subject 10right pinna in the CIPIC database for azimuth angles (a)0o, (b)15o, (c)45o,
(d)65o, (e)80o, (f)−15o, (g)−45o and (h)−65o. (i) The spectral notch frequencies corresponding to theleft pinna of subject 10 for azimuth
0o.

ferent features in the HRIR. If we just use linear interpolation
in the frequency domain we are just averaging the magnitude
of the spectrum of the closest sampling points. Figure 25
shows the HRTF for subject 10 for three elevations−45o,
−22.5o and0o. The HRIR was windowed using a Hann win-
dow of 1.0 ms and the windowed spectrum is plotted. Each
of the spectra is shifted by a constant amount. The dotted line
shows the spectrum obtained by linearly interpolating the the
spectrum corresponding to−45o and0o. Note that the posi-
tion of the notches does not exactly coincide with the spec-

trum for −22.5o. The notches in the interpolated spectrum
may correspond to those at some other elevation. One way
is to interpolate the notch frequencies and then synthesize the
HRTF from the notch frequencies.

C. Customization

The HRTF varies significantly between individuals due to
the different sizes and shapes of different anatomical parts like
the pinnae, head and torso. Applications in the creation of vir-
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FIG. 22. The spectral notch frequencies for different elevations extracted for the right pinna for azimuth0o for different subjects in the CIPIC
database.

tual auditory displays require individual HRTFs for perceptual
fidelity. A generic HRTF would not work satisfactorily, since
it has been shown that non-individual HRTFs result in poor
elevation perception.57 The usual customization method is the
direct measurement of HRTFs for different subjects. Other
approaches that have met with varying success include nu-
merical modelling,34,35 frequency scaling the non-individual
HRTF to best fit the listener58 and database matching.59 It is
possible to study the relationship between the extracted notch
frequency and pinna anthropometry. Based on these observa-
tions new approaches for HRTF customization can be devel-

oped.

D. Modal Analysis

Another way of understanding the cause for the pinna spec-
tral notches is in terms of the normal mode patterns. The
pinna typically has a finite number of normal modes. Each
of these modes is excited strongly only at certain frequencies
and certain elevations. These modes are broadly tuned. For a
given mode we can describe the mode pattern on the surface of
the pinna by either measuring experimentally or numerically.
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FIG. 23. A simple reflection model for the pinna spectral notches.
The direct wave incident at an angleφ gets reflected from the concha.
The time delay corresponds to a length of2d. The pinna image is
taken from the CIPIC database.

The HRIR is this pressure measured at a particular point (the
blocked meatus condition). So depending on the the particular
mode, if the null pattern is formed exactly on the probe we get
a drop in the pressure which are the sharp notches observed
in the spectrum. When there is a resonance we get the peaks.
For a given elevation and azimuth, there are a finite frequen-
cies corresponding to the normal modes of the pinna. The
overall response is obtained as a sum of these broadly tuned
normal modes.

The normal modes corresponding to the peaks were first ex-
perimentally measured by Shaw43,60,61and later numerically
verified by Kahana et. al..35 Shaw described six modes of res-
onances under blocked meatus condition based on experimen-
tal measurements for 10 subjects. The six modes observed by
Shaw are summarized in Figure 26.43 The normal modes were
identified by searching for the response maxima as the sound
frequency and the source position were varied. The first mode
is a simple quarter-wavelength depth resonance with uniform
sound pressure across the base of the concha. It is strongly
excited from all directions. The other modes are essentially
transverse and fall into two groups: a vertical pair(modes 2
and 3) and a horizontal triplet (modes 4, 5 and 6). The poles
extracted by LP analysis correspond to the resonances of the
pinna reported by Shaw. Figure 27 shows the frequency re-
sponse of the12th order all-pole model for the subject10 for
azimuth0o as a function of different elevations as a mesh plot.
These six modes are marked in the plot. A similar study can
be done with respect to the spectral notches. One advantage
of measuring these mode patterns is that we can investigate
which part of the pinna is contributing to the particular mode.
For a given elevation and azimuth we can extract the nulls and
measure the pressure distribution on the surface of the pinna
due to a source at the corresponding direction and the particu-
lar frequency. This helps in isolating the pinna part contribut-
ing to that particular peak or a notch.

VIII. SUMMARY AND CONCLUSIONS

Automatic methods for the analysis of HRIRs and interpre-
tation of results of the analysis in terms of the physical char-
acteristics of the human hearing mechanism are presented.
Two issues in the analysis of HRIR are: (a) the decomposi-
tion of HRIR into physical components and (b) the determi-
nation of the frequency of the spectral null caused by pinna,
which determine the vertical localization. The difficulties in
the analysis of HRIR due to combined effects of several com-
ponents are discussed, and windowing in the time domain was
proposed to reduce the effects of the reflected components.
The possible artifacts in the extraction due to signal process-
ing, especially the windowing, are addressed in detail. Fi-
nally, two methods based on the residual of a linear predic-
tion model, windowed autocorrelation functions, group-delay
function and all-pole modelling are developed. The effective-
ness of the methods in isolating and determining the frequen-
cies of the spectral nulls due to pinna has been demonstrated
using the CIPIC database.

The extracted features were shown to be related to the fea-
tures previous authors have shown to be important in elevation
perception. The relation between the extracted features and
the physical dimensions of the pinna can now be established.
Some preliminary results were obtained. Once such relations
are available, it should be possible to synthesize a customized
individualized customized HRIR, that incorporate the relevant
features of the individuals pinna in the response.
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FIG. 24. The spectral notch frequencies for different elevations (from−45o to 90o) extracted for the right pinna for azimuth0o (a) subject 10,
(b) subject 27, (c) subject 134 and (d) subject 165 in the CIPIC database. The dimensions corresponding to the spectral notches marked on
the pinna image for (e) subject 10, (f) subject 27, (g) subject 134, and, (h) subject 165 respectively. The pinna images is taken from the CIPIC
database.
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