
Tracking A Moving Speaker using Exc

Vikas C. Raykar, Ramani Duraiswami

Perceptual Interfaces & Reality Laboratory,
Institute of Advanced Computer Studies,

University of Maryland,
College Park, MD 20742

Email:{vikas,ramani}@umiacs.umd.edu

B. Yeg

Depar

Ema

Abstract
Microphone arrays are widely used to detect, locate, and track
a stationary or moving speaker. The first step is to estimate
the time delay, between the speech signals received by a pair
of microphones. Conventional methods like generalized cross-
correlation are based on the spectral content of the vocal tract
system in the speech signal. The spectral content of the speech
signal is affected due to degradations in the speech signal caused
by noise and reverberation. However, features corresponding to
the excitation source of speech are less affected by such degra-
dations. This paper proposes a novel method to estimate the
time delays using the excitation source information in speech.
The estimated delays are used to get the position of the moving
speaker. The proposed method is compared with the spectrum-
based approach using real data from a microphone array setup.

1. Introduction
Many applications require the capture of high quality speech
information from users who are not tethered to a close speak-
ing microphone [1, 2]. In such conditions locating and tracking
the speaker in the acoustical environment is essential for effec-
tive communication. For instance, tracking a moving speaker is
important in applications such as video-conferencing or meet-
ing or lecture summarization, where the speaker may be mov-
ing continuously. In this case, information about the moving
speaker can be obtained from the speech signal. This informa-
tion can then be fed to a video system for actuating camera pan-
tilt operations to keep the speaker in focus automatically [3, 4].
This provides a significant improvement in the overall effect of
audio-visual communication for the far-end listeners. Tracking
a moving speaker is also useful in multispeaker processing in
which speech from a particular speaker may be enhanced with
respect to others, or with respect to noise sources.

The speech signal received from a speaker in an acoustical
environment is corrupted both by additive noise as well as room
reverberation. In the case of a moving speaker, this is further
complicated by the change in the characteristics of reverbera-
tion, as the speaker moves from one place to the other, due to
the variability of the room impulse response with both source
and receiver locations. One effective way of handling such a
situation is the use of a set of spatially distributed microphones
for recording the speech. The signal received by several micro-
phones is processed to obtain information about the time-delay
between pairs of microphones. The estimated time-delays for
pairs of microphones can be used for computing location of the
speaker, which can then be used for tracking.

Most of the methods for time delay estimation are based
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ding the time lag which maximizes the cross-correlation
en filtered versions of the received signals. The most
only used method is the Generalized Cross Correlation
d proposed by Knapp and Carter [5]. The GCC function

2(τ) is computed as [5]

Rx1x2(τ) =

∫ ∞

−∞
W (ω)X1(ω)X∗

2 (ω)ejωτdω (1)

X1(ω), X2(ω) are the Fourier transforms of the mi-
one signals x1(t), x2(t), respectively and W (ω) is the
ting function. The two commonly used weighting func-
are the Phase Transform (PHAT) and the Maximum like-

(ML) weighting [5]. This ML weighting function per-
well for low room reverberation. As the room reverbera-

ncreases this method shows severe performance degrada-
[6]. The PHAT weighting WPHAT (ω) is the other ex-
where we completely flatten out the magnitude spectrum
given by WPHAT (ω) = 1/|X1(ω)X∗

2 (ω)|. By flatten-
t the magnitude spectrum the resulting peak in the GCC
on corresponds to the dominant delay. However, the dis-
tage is that it works well only when the noise level is low.
ese methods do not exploit the mechanism of speech pro-
n to get robust estimates. Recently, Brandstein [7] pro-
a method based on the explicit knowledge of the period-
f voiced speech.
owever, most of the existing methods use the spectral fea-
which mostly correspond to the vocal tract system infor-
n in case of speech. The spectral features are corrupted
g transmission due to the medium, noise and the room re-
ration. However, we show that the features corresponding
itation source information are robust to such degradations.
scuss methods to extract the excitation source information
the speech signal and use this to estimate the time delay.
he paper is organized as follows: In Section 2 a method

e-delay estimation using the excitation source informa-
s discussed. A method for tracking a moving speaker us-
e estimated delays from the excitation source information
posed in Section 3. Section 4 describes experimental re-
as well as comparison with a spectral-based GCC-PHAT
ach. The paper concludes with a summary of the present
and with a discussion on possible extensions.

Time-Delay Estimation using Excitation
Source Information

h is the result of excitation of a time-varying vocal tract
with time-varying excitation [8]. The common and sig-

nt mode of excitation of the vocal tract system is the voiced
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Figure 1: (a) Voiced segment (s(n)), (b) 10th order LP residual
(r(n)), and (c) Hilbert envelope of the LP residual(h(n)).

excitation caused by the vibrating vocal folds at the glottis, which
to a first approximation may be treated as consisting of a se-
quence of impulses. The vocal tract system information is rep-
resented in terms of spectral features, which may be assumed to
be superimposed on the glottal excitation pulses. The spectral
features due to the vocal tract get corrupted due to the transmis-
sion medium, noise and the room response. However the loca-
tion of the epochs i.e. the instants of significant excitation are
not affected by the transfer characteristics of the microphones
and the medium.

The excitation source information from the given speech
signal can be extracted by using the linear prediction (LP) anal-
ysis [9]. In the LP analysis each sample is predicted as a linear
combination of the past p samples, where p is the order of pre-
diction. If s(n) is the given speech sequence, then its predicted
value is given by,

ŝ(n) = −
p∑

k=1

aks(n − k) (2)

where {ak} are the LP coefficients. The error between the given
speech sequence and that of its predicted one is given by

r(n) = s(n) − ŝ(n) = s(n) +

p∑
k=1

aks(n − k) (3)

This error is termed as LP residual. From the given speech sig-
nal, the LP residual can be extracted by passing it through an
inverse filter given by

A(z) = 1 +

p∑
k=1

akz−k (4)

In the LP residual most of the spectral envelope information is
removed. So the spectral degradations due to noise and rever-
beration are eliminated. Since the locations of epochs are robust
to degradations, the peaks in the cross-correlation of LP residu-
als are due to the epochs.

However the LP residual signal amplitude fluctuates de-
pending on the phase of the signal. Hence if we directly use
to LP residuals, it may result in a poor correlation peak. There-
fore, instead of using the LP residual directly, a new feature
called the Hilbert envelope of the LP residual is used, which is
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2: (a) GCC with PHAT weighting, (b) Cross-correlation
10th order LP residuals and (c) Cross-correlation of the
t envelopes of the corresponding LP residuals of two 50
eech segments

d as [10, 11]

h(n) =
√

r2(n) + r2
h(n) (5)

rh(n) is the Hilbert transform of r(n) and is computed
sing r(n) through a filter whose response is given by

H(f) = −j sgn(f) (6)

1 shows a segment of voiced speech captured in a noisy
erant environment, the 10th order LP residual and the
ponding Hilbert envelope of the LP residual. The peaks in
lbert envelope correspond to the locations of the epochs.
he time-delay between a pair of microphones is estimated
mputing the cross-correlation function of the Hilbert en-
s of the LP residuals. For every frame, the cross corre-
function is computed, and the displacement of the peak

espect to the center is noted as the time-delay. Figure 2(a)
the Generalized cross-correlation function with PHAT

ting, between two 50 ms speech segments recorded in a
reverberant room. Figure 2(b) shows the cross-correlation
nce for the 10th order LP residual of the two speech seg-
. The plot looks similar to that of the GCC case. Figure
hows the cross-correlation sequence for the Hilbert en-
s of the LP residuals. As can be seen Figure 2(c) shows

ificantly prominent peak (with respect to the samples sur-
ing it) compared to the previous two cases. The reason
s is that, in the Hilbert envelopes of the LP residuals, the
NR portions correspond to the major excitations (epochs)
vocal tract system. The high SNR excitation information
epochs is preserved better in the Hilbert envelope, than
speech signal or in its LP residual. These high ampli-
alues at the epochs dominate in the computation of the
correlation sequence.

3. Tracking A Moving Speaker
the time delays are estimated the source localization prob-
n be formulated as follows: Let there be M pairs of mi-

ones. Let m1
i and m2

i for i ∈ [1, M ] be the vectors rep-
ing the spatial coordinates of the two microphones in the
ir of microphones. Let the source be located at s. The
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Figure 3: Schematic of the microphone array setup and the
source trajectory.

actual delay associated with a source at s and the ith pair of
microphones is given by,

ti(s) =
|s − m1

i | − |s − m2
i |

c
(7)

where, c is the speed of propagation of sound in the acoustical
medium. In practice, for a given microphone pair, the estimated
delay τi and the actual delay Ti(s) will never be equal because
the estimated delay is corrupted by noise.

Let τi be the estimated time-delay. Let τi the estimated time
delay be corrupted by zero-mean additive white Gaussian noise
with known variance var(τi). So τi is normally distributed with
mean ti(s) and variance var(τi).

τi ∼ N(ti(s), var(τi)) (8)

Assuming that each of the time delays are independently cor-
rupted by zero-mean additive white Gaussian noise the likeli-
hood function can be written as:

p(τ1, τ2, ...., τM ; s) =

M∏
i=1

1√
2πvar(τi)

exp[
−(τi − ti(s))

2

2var(τi)
] (9)

The log-likelihood ratio is:

ln(p(τ1, τ1, ...., τM ; s)) =

−
M∑

i=1

ln(
√

2πvar(τi)) + [
(τi − ti(s))

2

2var(τi)
] (10)

The Maximum Likelihood(ML) location estimate, ŝMLis
the position which maximizes the log likelihood ratio or equiv-
alently one which minimizes:

JML(s) =

M∑
i=1

[τi − ti(s)]
2

var(τi)
(11)

ŝML = arg
s

(min(JML(s))) (12)

This does not have a closed-form solution since it is a non-linear
function of s. In our experiments we used the Gauss-Newton
nonlinear least square method [12] to minimize this function.
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4: Estimated delay as a function of frame number for
icrophone pair(MIC-1 and MIC-4) using the proposed

ach and the GCC approach for frame length 200ms and
s with frame shift of 50ms.

4. Experimental Results

xperimental setup consisted of a 14 element electret mi-
one array with additional hardware to capture the data into
mputer, placed in a normal room of dimension 5.67 ×

2.68m, whose reverberation time was approximately
s. The room had 5 computers which contributed to the
nt noise in the room. The room also had partitions which
buted to some reflections in the room. Out of the 14
phones, only 8 (say, MIC-1 to MIC-8) were used in the
t study. Figure 3 shows the schematic of the room and the

on of the microphones. Each microphone data was sam-
t 8 kHz, and stored with 16 bit resolution. For all the ex-
ents the speaker was instructed to move in the room read-
text at his normal level of speaking. In order to validate
sults, the speaker was asked to move in a predetermined

hose coordinates were known. We performed four set
eriments corresponding to different paths. Due to space
aints we will show the results for only one case.

one set of experimentation the speaker moved from one
f the room towards the microphone array along the trajec-
s shown in Figure 3. Figure 4 shows the estimated time-

for one pair of microphones (MIC-1 & MIC-4), for the
sed approach and the generalized cross-correlation(GCC)
ach [5] with PHAT weighting, for every frame of 200ms
00ms with a shift of 50ms. The delays estimated by the
sed approach are more uniform compared to those esti-
using the GCC-PHAT approach. Also as the frame length
eased the delays obtained are much more consistent. Fig-
and 6 shows the actual and estimated x, y and z coor-
s of the speaker for every frame of 200ms and 500ms
tively. The actual source trajectory is shown in solid line
the estimated is shown in dots. It can be seen that the
ted source trajectory follows the actual trajectory closely

e proposed approach than the GCC approach. Figure 7
the corresponding localization error as a function of the
number. The localization error is defined as the the Eu-
n distance between the actual position and the estimated
on. It can be seen that on an average the localization er-
r the proposed method is less than that of the GCC-PHAT
d. Similar results were observed for all the experiments
cted.
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Figure 5: The actual and the estimated x,y and z coordinates
of the speaker using the proposed approach and using the GCC
approach for every frame 200ms with a shift of 50ms. The
actual path is shown with solid line and the estimated path is
shown with dots.
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Figure 6: The actual and the estimated x,y and z coordinates
of the speaker using the proposed approach and using the GCC
approach for every frame of 500ms with a shift of 50ms. The
actual path is shown with solid line and the estimated path is
shown with dots.

5. Conclusions
In this paper a method for estimation of time-delays and track-
ing a moving speaker using the excitation source information
in the speech signal is discussed. Comparison of the results
obtained from the proposed approach with that of the existing
spectral-based approach (GCC-PHAT) show that the parame-
ters estimated by the proposed approach are more closer to the
actual values. Both the vocal tract system features as well as the
excitation source features contain significant information about
the moving speaker. The potential of the vocal tract system
features has already been established. In this paper usefulness
of the excitation source information is illustrated. An effective
way of combining these two approaches may result in a robust
estimation of various parameters required for tracking a moving
speaker.
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