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ABSTRACTIn this paper, we would address a challenge faced by thelegal retrieval application communities: how to build upbetter queries for more accurate legal information retrieval.Comparing with other retrieval applications, legal retrievalusually involves more background contexts which are doc-umented before the retrieval process starts. This is verydi�erent from other retrieval applications such as enterprisesearch or medical search where the queries are �red with-out a well de�ned background. Based on the rich back-ground in legal retrieval, we devise strategies to merge thebackground information with an accurate knowledge baseinduced by Wikipedia - the online encyclopedia, to betterre�ne the queries so that the queries are not only relyingof term co-occurrence but also on the actual relations be-tween the entities and concepts. The re�ned queries containmore accurate terms by combining the background and therequest text information.
1. INTRODUCTIONThe e-discovery process is gaining impact in the legal com-munities as the recent legal case involving huge corporationsand a large number of related parties and the establishmentsof new laws demand more accurate retrieval of critical infor-mation to serve as evidence in a particular case. The per-vasiveness of digital devices taking the role of storage of allthe information available is increasing demands for betterretrieval technologies to retrieve relevant documents fromever expanding document set. These new challenges havearoused interests in the legal community to explore betterstrategies in retrieval and discovery of information from le-gal corpora.But the challenge ahead is far more di�cult to be overcomecomparing with even a few years ago. The proliferation ofthe Internet and its contents to every sector of the indus-tries has made the assembling of the document set for aparticular legal discovery case a daunting task as it is now

possible to include a much wider set of document includ-ing di�erent forms of web texts into a legal corpus. Thehuge diversity of medium of the texts comparing with thetraditional medium for storage of information is introducinganother di�culty to the retrieval process. Textual contentssuch as blogs, emails, newsgroups, forums, instant messag-ing, wikis and many others have their own established struc-tural representation formats for delivery of contents. Theseadditional formats pose di�erent challenges comparing withthe previous generation of information storage as they aremore dynamic: new types can be added and obsolete typesdisappeared every day and the internal structures can bechanged from time to time without the control of a centralauthority. Another challenge ahead is the pervasiveness ofthe informal language content being used in these new typesof media. These factors all contribute to the increasing dif-�culties in retrieving relevant documents from law corpora.Even the materials that we need to search are becomingmore informal and dynamic, there is still one constant fac-tor that remains largely unchanged when conducting search- the background context. When searchers perform searches,they are subjected to a particular set of background infor-mation and concepts. Comparing with a typical search inother area such as consumer search, the background contextof a typical application of legal search is more well de�ned.In consumer search or some other search scenario, the searchapplication is supposed to serve a vast amount of audiencefor any contextual background. Typical searchers in this sce-nario are not interested in the actual recall of the search asthe total number of documents are not their major concernsin conducting searches, instead they are more interested inprecision, or the user satis�ability of the returned results.However, searches in legal communities and especially thelegal discovery are largely di�erent from the current pop-ular search paradigm in which recall plays a more impor-tant role than precision. Especially in legal discovery, it ismore important to search deeply in the collection to discoverwhatever potential evidence that may be missed by simplesearch paradigm.The factors of context and search depth thus appear parallelin designing a particular strategy for retrieval of informa-tion. The richer the context, the deeper one would expectthe retrieval results would be.Taking the examples of complaints and the production re-quests in TREC Legal track, one can easily discover thatthe complaints contain a lot of background information for



more accurate retrieval process. The context informationmay be itself quite rich to help us to get a good result.Besides considering the additional content of web texts ina legal corpus, the web can also be a source of structuralknowledge for better retrieval applications. Enriching thesearch process with the structural knowledge would improvethe search processes as the web contains a higher redun-dancy of information and the context of the web texts wouldmatch some of the contents in the legal corpus, which willcontain an increasing portion of web texts. The contribu-tions of this work are as follows:� New method is proposed to automatically enrich thecontext� Integration of the expanded contexts for better searchretrieval procedures� Algorithm and model to induce and build up the back-ground knowledge base from web texts.This paper is organized as follows: Section 2 gives the back-ground work. Section 3 presents the investigation of thepractices in delivering the legal retrieval process. Section 4shows the algorithms in automatically inducing the knowl-edge base from web texts. Section 5 presents the method toexpand the context information of the complaints using theexternal resources. Section 6 is the conclusion.
2. RELATED WORKOne stream of the related works is from the TREC legaltrack report [2] that documented the techniques used by theTREC Legal track participants last year. The legal trackevaluation started from last year and a number of teamsparticipated in this exciting area of retrieval research. Cur-rent strategy in formulating the queries involves the requesttexts where the text contents are broken down into lists ofkeywords, subjected to possible stemming and stopword re-movals, and then fed into the retrieval system.Focusing on the ranked retrieval work in the current study,the Open Text group utilizes the request text in the ordi-nary production requests to formulate the queries [6]. Thequeries, subjected to wildcard, proximity matching are thenfed to the retrieval system. The Maryland group also usesthe request texts as the major text fragments as the list ofkeywords for the retrieval of documents [5].Some groups use query expansion model to expand the querytext for better retrieval of documents [8]. The other grouputilizes the boolean query, defendents' query, plainti�s' queryand the �nal query as a source of request texts [7].As it was the �rst year of TREC Legal track event, manygroups were demonstrating their preliminary investigation ofthis task. However, some observations can be made in thecurrent approaches in developing the legal retrieval applica-tions. First, the heavy reliance on request text: Many re-trieval systems depend on the simple syntactic format of theboolean, defendent queries and plainti� queries as a source ofkeywords. Though initutive, however, it completely ignores

the backgrounds in which the particular query is formulated.It would be bene�cial if more background information canbe embedded in the queries. As explained in the previoussection, the search operations in the legal applications arerich in context and background information, it is possible tofurther explore the possibilities of using this background in-formation to build up the queries. Second, the query expan-sion techniques are currently under-utilized in the retrievalapproach. While it is understood that the query expansionstrategies can only usually improve the accuracy of the topretrieved results based on the existing approaches, given themore precise background information, the situation may bedi�erent. Third, no attempt has been made to integratethe external source texts for retrieval. In other words, thecurrent retrieval approach assumes that the corpus containsenough information for retrieval. As explained in the previ-ous section, increasing content diversity from the web sourceexpands the scope of the text information involved and it isreasonable to include this information to formulate betterqueries.
3. PRACTICE IN RETRIEVAL PROCESSAs mentioned in previous section, the major di�erence be-tween the legal retrieval applications and the general searchapplications is the rich context in formulating the queriesand it is hypothesized that, in this paper, this rich contextcan be very important in achieving a better quality of legalretrieval.The TREC Legal track, organized by TREC last year, pro-vided examples of how the legal retrieval is taken place. Theretrieval process is taken by two parties where both the de-fendants and plainti�s devise their version of queries basedon the Boolean query format. The defendant proposes thequeries �rst, the plainti� then adds the extra terms to thequeries in order to extract a larger proportion of the rele-vant documents from the corpus. The �nal queries are thenfed into the system for �nal retrieval. The followings arethe examples extracted from the production requests of theLegal track:This case is about extracting all relevant documents about"Enchinoderm Cigarettes" companies and all the relevantdocuments about its placement of advertising materials indi�erent media. A number of request texts are formulatedin the current proposal and some of them are listed below:Request Text 1All documents discussing, referencing, or relating to com-pany guidelines or internal approval for placement of tobaccoproducts, logos, or signage, in television programs (networkor cable), where the documents expressly refer to the pro-grams being watched by children. (Note: "children" refersto persons under the age of 18.)Defendant's boolean query 1Defs.' Proposal: (guidelines OR strategies OR "internalapproval") AND placement AND (logos OR signage) AND(television OR cable) AND "watched by children"Plainti�'s boolean query 1Pls.' Counterproposal: (guide! OR strateg! OR approval)



AND (place! OR promot! OR logos OR sign! OR mer-chandise) AND (TV OR "T.V." OR televis! OR cable ORnetwork) AND (watch! OR view! W/5 (child! OR teen!OR juvenile OR kid! OR adolescent!))Request Text 2All documents discussing, referencing, or relating to com-pany guidelines, strategies, or internal approval for place-ment of tobacco products in movies that are mentioned asG-rated.Defendant's boolean query 2Defs.' Proposal: (guidelines OR strategies OR "internal ap-proval") AND placement AND "G-rated movie"Plainti�'s boolean query 2Pls.' Counterproposal: ((guide! OR strateg! OR approv!)AND (place! or promot!)) AND (("G-rated" OR "G rated"OR family) W/5 (movie! OR �lm! OR picture!))Request Text 3All documents discussing, referencing or relating to companyguidelines, strategies, or internal approval for placement oftobacco products in live theater productions.Defendant's boolean query 3Defs.' Proposal: (guidelines OR strategies OR "internalapproval") AND placement AND ("live theater" OR "livetheatre")Plainti�'s boolean query 3Pls.' Counterproposal: ((guide! OR strateg! OR approv!)AND (place! or promot!) AND (live W/5 (theatre OR the-ater OR audience"))Request Text 4All documents discussing, referencing, or relating to pay-ment or compensation to 20th Century Fox Corporation forplacement of products and/or brands in a �lm production.Compensation should be interpreted as monetary payment,goods, services, or other considerations.Defendant's boolean query 4Defs.' Proposal: (payment OR consideration) AND place-ment AND "20th Century Fox Corp!" AND "�lm produc-tion"Plainti�'s boolean query 4Pls.' Counterproposal: (pay! OR paid OR compensate!OR consideration) AND ("20th Century Fox" OR Fox ORNewscorp) AND (�lm! or movie! or production)Request Text 5All documents discussing, referencing, or relating to bud-gets, actual costs, or planned costs for placement of prod-ucts and/or brands in either television or �lm media, whichexpressly reference or discuss yearly expenditures for prod-uct placement.Defendant's boolean query 5Defs.' Proposal: (budgets OR "actual costs" or "plannedcosts") AND placement AND (television OR �lms) AND"yearly expenditures"

Plainti�'s boolean query 5Pls.' Counterproposal: (((budget w/5 (actual OR plan!))OR costs) AND place! AND (TV or "T.V." OR "televis!OR cable or network) AND "((yearly OR annual ) W/5 ex-pen!)"However, current proposal in retrieval does not take intoaccount the background of the retrieval process and merg-ing of these backgrounds with the more general web contextto deliver a better query. Consider the �rst complaint, thebackground, which is reproduced here, provides far more in-formation then the request texts and the queries alone."According to information and belief, Echindoernm Cigarettesand other companies have a long history of placement of to-bacco products and brand images in the public media. Thesemedia, including television (network cable), �lm, a live the-ater, and rock concerts, are regularly viewed by children,teenagers, and young adults. Such individuals are at themost impressionable time of their lives, and are unknowinglyexposed to de facto advertising for tobacco and tobacco-related products simply by watching such media.In particular, the glamorous manner in which smoking andother tobacco use are portrayed on the screen adds a cachetto the habit that encourages young people to try smokingfor the �rst time. Thus is exposed the true motivation forproduct placement - inducing non-smokers to become smok-ers with blatant disregard for the long term e�ects and pub-lic health risks associated with tobacco use."
4. GENERATION OF BACKGROUND CON-

CEPTSTo enrich the context of the queries, we rely on some high-level knowledge sources to automatically improve the re-trieval accuracy. The knowledge source currently used arefrom Wikipedia in our experiments. However, we expectthat more di�erent sources such as high-level ontologies wouldbe used in the future.
4.1 FormalizationThe structure of the knowledge representation is formalizedin this section. Comparing with other approaches, relativeclean structures are used in this work.The basic structures used are the entity and relation, unlikeother works using which use the similar kind of primitives,no further classi�cation schemes are currently used underthe entity and relation class. These rather unconventionalstructures are proposed to faciltate the procedures in ex-tracting knowledge from texts and in particular, the linkedstyle texts in an unsupervised fashion. In some other �ne-grain classi�cation scheme, the information under interestsare generally in �ve main classes: entity, relation, event,temporal expression and value where further classes, sub-classes and types are de�ned under these �ve main classes.In other hand-crafted knowledge source, it is quite commonto have more �ner-grain ontologies to describe the relationsbetween the concepts. Figure 1 shows an example of the�ne-grain structure as in [3, 1], which is the de�nition of\action" class where detailed structures have been proposed
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Figure 1: Example of a �ne-grain structure whichcontains detailed information about the relation-ships with other entitiesto relate this and other classes such as entity.However, de�ning such a �ne-grain structure can introducedi�culties in constructing the contents of these structuresautomatically, and in particular from texts. The reason why�ne-grain structures are proposed is that is that in the gen-eral knowledge system where the machines do not have anyknowledge, knowledge engineers will not only encode theconcepts and their lexical realization but also the relationsbetween di�erent concepts. These relations are encoded inthe \arguments", \slots" of a particular class. However, insyntactic representation of texts, these relations are gener-ally implicit in the grammatical relations. The de�nitionof the grammatical relations are generally used for de�ningspeci�c roles in the syntactic form, not in the semantic rela-tions and thus inconsistencies exist between the de�nitionsof relations from both sides. Another problem in using sucha �ne-grain structure is that the �ne-grain relations seldomexist in a direct correspondance with the grammatical rela-tions. Thus, simple structures are preferred in this work.
4.1.1 Text StructuresThe encyclopedia texts can be considered as a huge graphconnecting di�erent concepts together, with the graph nodesdenoting the concepts and the links between the pages de-noting the relationships between concepts. These conceptsmay be proper nouns, common nouns, entities, relations,verbs and so on, depending whatever the contributors canthink of. Under each concept, description text is written todescribe the concept. In the description texts, \links" aremade to connect the current concept or the current contextin the particular fragment of texts to the other concepts.These \links" are not generated automatically but explic-itly made by the contributors who write the particular pieceof texts. In other words, the contributors take a similarrole as the knowledge engineers. Instead of using special-ize version of coding scheme, they use the texts and linksto code the knowledge. Figure 2 shows a fragment of thestructures of the encyclopedia plotted. Figure 3 shows someof the statistics of the structures of the encyclopedia text asin September, 2006.De�nition 1: Encyclopedia Structurepagei : The text entries in the encyclopedia,

Number of Articles 1.4 millionNumber of words 609 millionMean article length 435 wordsNumber of characters 3.5 billionExternal links to other websites 2.6 millionCross reference links 32.1 millionNumber of contributors 151934Figure 3: Statistics of the English Wikipedia inSeptember, 2006titlei : The title string of a page,sentencei : Sentences within a page with words wiE = fpageigW : The set of words in encyclopediaTITLE: The set of titles of encyclopedia pagespagei =< titlei; fsentenceijg; fpageikg >sentencei =<< w1; w2; :::; wn >; pageik >titlei =< w1; w2; ::: >where wi; w 2 W andpageik ! pagei; pagei 2 EThis de�nition states that the text structure within the en-cyclopedia consists of pages linking together with each pagerepresenting a node in the graph.
4.1.2 Modeling PrimitivesIn designing the modeling primitives in the framework, sim-ple structures are used. As the structures themselves havea close connection to the underlying text, constructs are de-�ned to faciltate the lexical realization of the concepts fromtexts. Two classes of entites and relations are de�ned.De�nition 2: ConceptsThe concept, c, denoted by the word w 2W , is representedby:w ! c andDe�nition 3: Surface ConceptsA surface concept is de�ned by:8w where w ! cw 2 TITLEThis means that the surface concepts consist of the set oftitle words in the pages of encyclopedia.De�nition 4: Hidden ConceptsA hidden concept is de�ned by:8w where w ! cw =2 TITLE
4.1.3 EntitiesThe class of entities represents the most basic objects de-scribed in the texts. These objects include name entities,locations, organizations and so on. They are those objectsparticipating in the roles of the relations.De�nition 5: EntityAn entity e is de�ned by:e � cand e 6= r, e 2 role of r
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PajekFigure 2: A graph showing the encyclopedia text structure with 200 nodes extracted in the domain of\Arti�cial Intelligence"Entities examples Relations examplesIndianapolis Colts jumpSuper Bowl XLI runglobal warming drinkLumber Exchange Building o�erCity of Sawson Creek sleepAnnadel State Part stopFort Canning Tunnel discoverTesla Coil dependPeace River Regional District checkAntaecticaFigure 4: Entities and relations examples extractedfrom the encyclopediawhere r denotes the relations and roles denote thearguments of the relation rFigure 4 shows some of the entities in the encyclopedia text.
4.1.4 RelationsThe class of relation represents the relationships betweenconcepts or terms. Instead of using labeled relations, therelations are unlabeled and their existences are representedby the entites and the respective position of roles they par-ticipate in.De�nition 6: RelationsA relation r is de�ned by:

r � cand r 6= e,r =< role1; role2; role3 >where rolei = e and e is the entityFigure 4 shows some of the relations in the encyclopediatext.
4.2 Semantical DomainComparing with ordinary texts, the structures of the en-cyclopedia not only provides relationships between surfaceentities and surface relations. The link structure also de-scribes under which area of the graph or domain a particularconcept realizes. This is depicted in the graph as shown in�gure 2 containing the concepts such as \Arti�cial Intelli-gence", \Knowledge" and others.Given a particular list of concepts, a list of other conceptscan be extracted based on the \link" between concepts. De-pending on the concepts chosen, the linkages between theconcepts in the texts, the \knowledge" and the word usagesby the contributors, di�erent text segments can be combinedand merged under di�erent sets of concepts. These partic-ular fragments enable a large number of specialize domainsto be generated where the general domain can be built byjoining all these specialize domains together.De�nition 7: Semantical Domains and their Opera-tionsA semantical domain D is de�ned by:D = fpageig where pagei 2 E and



Artificial Intelligence (AI) can be defined as the study of methods

by which a computer can simulate aspects of human intelligence.

ROOT Figure 5: Dependency parsing of sentence8pagei ! pageik and pageik 2 DA semantical domain thus consists of a group of pages thatforms a connected graph with the links. From the perspec-tive of the texts, D consists of a set of texts where theirmeanings are related to the others.Some de�nitions of the operations on D are de�ned:Two domains: Dm and Dn overlap if:9pagei 2 Dm and pagei 2 DnDomain Dm is subsumed by domain Dn, denotes by Dm �Dn if:8pagei 2 Dm; pagei 2 Dn and Dm 6= DnDomain Dk is formed by joining domain Dm and Dn where:Dk = S(pagei 2 Dm; pagej 2 Dn)and denotes by Dk = Dm �DnBased on the internal structures of entities, relations andthe operations of domains, their respective contents are �lledfrom the texts.
4.3 Knowledge ExtractionAs the knowledge is encoded in the text, the respective con-cepts have to be extracted from the texts to �ll into theentity and relation objects. In this work, we focus on ex-tracting surface entities and surface relations as more hintsare provided for these kinds of concepts with the explicitlinkages.Instead of using linguistically rich syntactic representation,we use simpler syntactic representation such as the unla-beled dependency grammatical structure to extract the syn-tactic structure from texts [4]. The major reason in usingsimpler structures is that there are a lot of extra informationresiding in the linguistically rich structure that are generallyirrelevant to the construction of the entities and relations.Figure 5 shows the parse result of a sentence where a moredirect correspondence of texts with the entities and relationscan be found.
4.4 Syntactic parsing of sentencesTo extract the relevant items, the texts are �rst parsed us-ing dependency syntactic parser. Dependency structures areproduced for each sentence under a particular domain.De�nition 8: Parse Representation of SentencesA parse of the sentence with words wi is de�ned as: sentence =fwi : (i 7! j) 2 Lgwhere wi is the word at position i with �nal parse of thesentence denoted by L. In this de�nition, wi is the headwhile wj is the tail.

Instead of using the labeled representation from the parsersuch as part-of-speech, grammatical relations and so on.Only the head-dependent relations and the relative posi-tion of the roles are used in the extraction process. Thisreduces the burden of decoding a rich representation whichmay introduce extra error in the further extraction process.
4.5 Entities and RelationsAfter the parsing process, large number of sentences are col-lected. These sentences contain large number of entities,relations and so on. For example, after processing the textsunder the concepts of \arti�cial intelligence" and \knowl-edge", a number of potential entities and relations appearin the text as depicted in �gure 2.Using these sentences, the algorithms as shown in �gure 6are run to build up the entities and their relations fromtexts. The algorithm works by extracting the head anddependent relations from the parsed sentences and makeshypothesis that linked entities are in a relations. By accu-mulating the instance of entities and relations from a largeamount of texts in a particular semantical domain, the inter-relationships between these items are gradually built up.Algorithm: (Extraction Process)||||||||||||||||||||||For 8sentenceij with parse L whereIf 9wk 2 sentenceij and wk 2 TITLEFor wk : wx ! wk where wx 2 sentenceij andwk 7! ;Build e where wk ! e andFor wk : wk ! wx where wx 2 sentenceijand w1 << w2 << w3where wi << wj means that wi precedes wj andwk 7! w1,wk 7! w2 andwk 7! w3Build r whererole1 = e1 where w1 ! e1role2 = e2 where w2 ! e2role3 = e3 where w3 ! e3End if||||||||||||||||||||||Figure 6: Algorithm description of the extractionprocess of surface conceptBased on this method, a large number of entities and rela-tions are extracted as shown in the example in �gure 2.
5. COMBINING THE CONCEPTS WITH THE

BACKGROUND CONTEXT FOR BETTER
LEGAL RETRIEVAL EXPERIENCEThe induced entities and relations are of high quality asthere have been a lot of conceptual linkages built by peo-ple instead of using classi�cation by machine learning algo-rithms in the type of texts we use for knowledge induction.Thus, these entities and relations represent a high level ofrelationships between di�erent concepts. This is especiallycritical in legal retrieval process where the document size



is large, ranged from millions to even billions of documents,employing pure keyword-based query, without the necessarybackgrounds to direct the retrieval process, would only re-trieve a large list of documents without precisely attackingthe recall problems as focused in legal retrieval. Projectingthe background information and request texts, back to thislarge network of relations, and then re�ning the query tocontain this high level of concepts, would have the potentialin obtaining better results.
5.1 AlgorithmThe following algorithm describes the process of enrichingthe background context with the knowledge base generatedas described in the previous section.� From the background text and request text, removethe stopword and perform stemming� Match each of the remaining terms in the backgroundand request text to the Wikipedia text articles, in-dexed by the title of the articles.� Each of the expansion of the titles would represent anetwork of concepts and relations, as described in theprevious sections.� From the networks extracted, combine each of thesenetworks to a uni�ed network and �lter those termsthat do not connect to any of the concepts in the uni-�ed network.� Extracting the terms and concepts which are of highaccuracy to the query strings� Fire the query to the retrieval system
6. CONCLUSIONThis paper addresses the challenge of legal retrieval processby �rst explaining the unique challenges faced by the le-gal retrieval applications: the diverse source of texts, hugedocument collections and the di�culties in formulating theprecise queries for retrieval. Our solution is to project thebackground information and the request texts, which formthe background context of the construction of queries, to anetwork of concepts, including entities and relations, whichare of high qualities, and then to re�ne the queries so that itcan embed more concepts related to the background infor-mation and the request texts, to improve the performanceof accuracy.We are testing the performance of this system, using thematerials of the TREC 2006 Legal track evaluation. Thefuture work may include re�ning the �ltering process of themerging algorithm so that the terms selected would be ofhigher qualities and thus, may lead to more accurate re-trieval performance.
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